Numerical methods for computing effective transport properties of flashing Brownian motors
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A B S T R A C T

We develop a numerical algorithm for computing the effective drift and diffusivity of the steady-state behavior of an overdamped particle driven by a periodic potential whose amplitude is modulated in time by multiplicative noise and forced by additive Gaussian noise (the mathematical structure of a flashing Brownian motor). The numerical algorithm is based on a spectral decomposition of the solutions to two equations arising from homogenization theory: the stationary Fokker–Planck equation with periodic boundary conditions and a cell problem taking the form of a generalized Poisson equation. We also show that the numerical method of Wang, Peskin, Elston (WPE, 2003) for computing said quantities is equivalent to that resulting from homogenization theory. We show how to adapt the WPE numerical method to this problem by means of discretizing the multiplicative noise via a finite-volume method into a discrete-state Markov jump process which preserves many important properties of the original continuous-state process, such as its invariant distribution and detailed balance. Our numerical experiments show the effectiveness of both methods, and that the spectral method can have some efficiency advantages when treating multiplicative random noise, particularly with strong volatility.

© 2013 Elsevier Inc. All rights reserved.

1. Introduction

We will develop and discuss numerical approaches to computing the long-time effective dynamics of a particle undergoing overdamped dynamics in a periodic potential, randomly modulated as a function of time, and driven additionally by thermal fluctuations. In order to reduce the number of parameters under consideration, we rescale the spatial variable with respect to the period $L$ of the potential and the temporal variable with respect to the time which the particle takes to fall from a maximum near to the minimum of the potential under the zero temperature dynamics. The resulting rescaled equation of motion for the particle in one dimension can then be written in the form [1]:

\[ dX(t) = -\phi'(X(t))F(t) \, dt + \sqrt{2\theta} \, dW(t), \] (1)
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where $X(t)$ denotes the particle position as a function of time, $\theta = k_B T / \phi$ is the ratio of the thermal energy $k_B T$ to the amplitude of potential variations $\phi$, $\phi(x)$ is the periodic potential structure rescaled to have an order unity scale of variation, $W(t)$ is a standard Brownian motion with $(dW(t)) = 0$ and $(dW(t) dW(t')) = \delta(t - t') dt' dt''$, and $F(t)$ describes the random temporal modulations of the potential, which may be assumed without loss of generality to have its amplitude (in mean and/or variance) normalized as desired. For simplicity, we will restrict attention to the situation in which $F(t)$ is an autonomously prescribed stochastic process, i.e., its dynamics are determined independently of $X(t)$.

Eq. (1) is an example of a Brownian motor [2], a class of stochastic systems which are used to characterize and analyze the mechanisms behind the functioning of biological molecular motors [3] as well as to design artificial microscale and nanoscale machines [4,5]. An overdamped dynamical description (without inertia) is appropriate because of the small length scales and physical values of the other parameters. The periodic environment reflects the ordered assembly of an extended microtubule, actin fiber, or artificial substrate. Thermal fluctuations play an important but not entirely dominant role so that $\theta$ in practice tends to be somewhat but not much less than 1. Temporal modulations in the potential are induced by some external means, which typically does work on the particle. In biological settings, the potential in question is the binding potential between the molecular motor and the microtubule or actin fibers, and is modulated by chemical processes such as the binding of ATP or release of phosphate, as well as physical processes such as an unbound “head” of the motor “searching” for and landing on a binding site [6]. These physical and chemical processes proceed with effectively random delays because they typically rely on some component fluctuating under thermal effects until it manages to achieve a certain state so that the process goes forward. Consequently, continuous-time Markov chains (or sometimes renewal processes with more general waiting distributions [7]) are often used to describe the modulations $F(t)$ [8–11], with each state corresponding to a possible geometric conformation of the motor (except for its center of mass position, encoded by $X(t)$). In synthetic motors, the modulation $F(t)$ may often be periodic by design [4,5]. We will here particularly focus on the special case of a continuous modulation by an Ornstein–Uhlenbeck process. Such continuous stochastic modulations of the potential could, for example, represent interference of the motion of the molecular motor due to other organelles and structures in the cellular environment.

Eq. (1) is a simplified “amplitude-modulated flashing ratchet” model which integrates all these physical features in an essentially minimalist way, and its study has played a key role in the development of the theoretical understanding of molecular motors [2]. That said, the equations describing actual molecular motors, taking into account more detail regarding their mechanochemical dynamics and relevant spatial degrees of freedom, are generally more complex than the flashing ratchet model (1) [12–15]. We nonetheless choose to use the simple model (1) to most clearly explain the foundational issues regarding a new simulation approach for molecular motors models governed at least in part by continuous-state stochastic processes. The efforts needed to extend the methodology developed here to more general molecular motor models will be briefly considered in Section 6.

A central practical question in the theory of Brownian motors is the overall long-time behavior of the particle. The periodicity of the potential and statistical stationarity, or time-periodicity, of its modulations imply, through a central limit theorem argument [16], that the statistics of $X(t)$ at long time are Gaussian and characterized completely by the mean drift

$$U \equiv \lim_{t \to \infty} \frac{\langle X(t) \rangle}{t}$$

and diffusivity

$$D \equiv \lim_{t \to \infty} \frac{\langle (X(t) - Ut)^2 \rangle}{2t},$$

where $\langle \cdot \rangle$ denotes a statistical average over all randomness. Of particular interest is how these transport parameters, characterizing the large-scale, long-time behavior of the motor, are related to the microscopic design parameters (such as $\theta$, the structure of the potential $\phi$, and parameters characterizing the fluctuation $F(t)$) in the detailed stochastic differential equation model (1). Analytical approaches are generally only possible in asymptotic limits, such as adiabatically slow or rapidly fluctuating modulations $F(t)$ [2,17]. Some work has pursued such questions through direct Monte Carlo simulations [10,18] of the stochastic differential equation (1). This approach is, however, rather expensive because the trajectories must be followed through many spatial periods and typically also several realizations. Moreover, the nature of the Brownian motor, in particular the relevant parameter regime $\theta \lesssim 1$, is such that the particle takes a substantial amount of time to hop from one spatial period to another [19,20]. Accurate computations are further hampered by the slow convergence of a Monte Carlo simulation with respect to computational effort (square root accuracy gains with respect to simulation time and/or number of realizations).

Deterministic numerical approaches can be alternatively developed based on the equivalence of the stochastic differential equation (1) for trajectories and the Fokker–Planck partial differential equation

$$\partial_t \rho(x, f, t) = - \partial_x (\phi'(x) f \rho(x, f, t)) + \theta \partial_{xx} \rho(x, f, t) + \mathcal{L}_f^* \rho(x, f, t),$$

for the probability density $\rho(x, f, t)$ of the particle position $x$ at time $t$. In Eq. (4), $\mathcal{L}_f$ is the infinitesimal generator operator associated to the Markov process $F(t)$, and $\mathcal{L}_f^*$ its adjoint. Kostur [19] developed finite element simulations of this equation with adaptive time stepping to achieve and estimate the long-time behavior for several canonical Brownian motor models,
but notes that the periodicity creates some challenges for the implementation due to its disruption of the banded structure of the matrix formed by projecting the evolution operator in Eq. (4) onto the finite element basis. Another tactic is to derive and numerically solve deterministic equations for the effective drift (2) and diffusivity (3) of the Brownian motor. Wang et al. [21] and Wang and Elston [22] designed an effective approach, which we will refer to as the WPE (Wang–Peskin–Elston) method and summarize in Section 2, for the case in which the potential modulations \( F(t) \) are governed by finite-state Markov chain dynamics (and which can affect the potential more generally than just through its amplitude). We in particular found this algorithm to be very efficient in mapping out the dependence of a two-state flashing ratchet model with respect to various underlying parameters [1]. Another means of deriving direct deterministic equations for the effective drift and diffusivity is through homogenization theory [23,24]. The resulting equations will be summarized in Section 3. Some relative virtues of this approach is that it can be developed in a continuum framework, without committing to any particular discretization in advance, and follows a classical multiscale analysis. The equations in [21,22], on the other hand, are obtained after a particular numerically suitable spatial discretization which together with the finite-state Markov chain structure of the modulations, induce a grand Markov chain structure to the dynamics. The derivation of the drift and effective diffusivity are obtained then by manipulations of the associated Kolmogorov equations featuring the transition rate matrices obtained by these discretizations.

The formulas for the drift and the diffusion coefficient obtained using homogenization theory can be rigorously justified [25,26]. A natural question is whether other approaches that have been developed for the calculation of the drift and diffusion coefficients lead to formulas that are equivalent, at least in some appropriate asymptotic limit, to the ones obtained from homogenization theory. As examples we mention the calculation of the diffusion coefficient for a Brownian particle in a tilted periodic potential using the mean first passage time (MFPT) approach [27–29] and the calculation of transport coefficients (not only the diffusion coefficient) using the Green–Kubo theory [30]. The equivalence between the MFPT approach and the Green–Kubo theory with homogenization theory were investigated in [23] and [31], respectively. One of the goals of the present paper is to investigate the equivalence between the drift and diffusion coefficient formulas for the WPE algorithm and the (discretized) formulas derived from homogenization theory. The homogenization formulas can in particular be discretized in the same manner as WPE do at the beginning, with the result that the same discretized equation for the drift is obtained but different equations result for the effective diffusivity. After several numerical experiments verified that the two approaches achieved the same answer, we found that the WPE equations could in fact be derived by a variation of the homogenization argument by simply passing at one point to working with the adjoint of an equation. A unified framework capable of developing both the WPE and homogenization equations will be presented in Section 4.

Beyond simply providing another, possibly more transparent, framework for deriving the WPE equations, the homogenization approach affords some flexibility in the numerical discretization. The spatial discretization pursued by [21,22] is carefully designed to maintain the important property of detailed balance, and we do not seek to improve on this aspect. Rather, we consider how the effective drift and diffusivity for the Brownian motor equation (1) can be effectively computed when the temporal modulations of the potential \( F(t) \) are Markovian and continuous in time. The prototypical example we shall examine is the Ornstein–Uhlenbeck process, which can be described equivalently as a Gaussian stationary random process with mean zero and correlation function

\[
\langle F(t) F(t') \rangle = \sigma^2 \delta(t - t')
\]

or as the solution of the stochastic differential equation

\[
dF(t) = -\frac{1}{\tau} F(t) dt + \sqrt{\frac{2\sigma^2}{\tau}} dW(t)
\]

with \( F(0) \) chosen as a mean zero Gaussian random variable with variance \( \sigma^2 \). In the above equations, \( W(t) \) is another standard Brownian motion independent of \( W(t) \) in (1), \( \sigma^2 = \langle F(t)^2 \rangle \) is the variance of \( F(t) \), and \( \tau \) is the correlation time of \( F(t) \).

We will explore a spectral discretization of the state variable \( F \) which is closely related to the continued fraction method applied to many stochastic systems in Risken [32] and to a neural network model in Acebrón et al. [33], but not, to our knowledge, to flashing ratchet equations (1). We compare in Section 5 the relative efficiency of the WPE and spectrally discretized homogenization equations in computing the effective drift and diffusivity for the flashing ratchet (1) with modulations governed by the Ornstein–Uhlenbeck process (5), using Monte Carlo simulations as a point of reference for accuracy. This model has been previously studied in the literature for the rapid decorrelation limit \( \tau \downarrow 0 \) and adiabatic limit \( \tau \to \infty \) (see [2] and references therein) but, to our knowledge, the systematic computation of the effective diffusivity \( D \) is new. We will in particular study how the transport properties of a flashing ratchet with continuous Ornstein–Uhlenbeck modulations (5) compares with that of two-state flashing ratchets with the same correlation time and variance.

We would like to stress that it is not our intent, in using the WPE method as a point of comparison for the numerical method obtained by a spectral discretization of the homogenization equations, to critique the fundamental ideas of the WPE method. The WPE method rather serves as a thoughtful and relatively well-developed approach to computing the effective drift and diffusivity of model equations for molecular motors, such as Eq. (1) (and more generally), when the stochastic modulation (here \( F(t) \)) is represented as a finite-state Markov chain. The main point of concern for our numerical
method is the effective computation of effective drift and diffusivity when the modulation \( F(t) \) is given as a continuous-state stochastic process (such as the Ornstein–Uhlenbeck process \((5)\)). Thus, the real thrust of our comparison of the two numerical approaches is the relative efficiency of numerical methods based on a spectral discretization or a finite-state Markov chain discretization of the continuous-state stochastic modulation \( F(t) \). We return in Section 6 to discussing the conclusions of the numerical results in light of other aspects of the WPE method.

We note finally that the methods developed here for the one-dimensional Brownian ratchet equation \((1)\) can be generalized in principle to multiple dimensions, with a somewhat greater computational expense and more complex indexing of tensor products of Hermite polynomials. Other extensions of relevance to molecular motor modeling will be discussed briefly in Section 6.

2. The Wang–Peskin–Elston numerical algorithm

We begin by describing how the ideas from the Wang–Peskin–Elston (WPE) method \([21,22]\) can be adapted in order to compute the effective drift and diffusivity of the flashing Brownian ratchet \((1)\) modulated by the continuous Markov process \( F(t) \). First, \( F(t) \) is approximated by a finite state, continuous-time Markov chain \( F^\sharp(t) \) with state space \( \{ f_n \}_{n \in \mathbb{Z}_F^+} \) and transition rate matrix \( K \) satisfying the property that all the row sums are zero \( \sum_{n' \in \mathbb{Z}_F^+} K_{nn'} = 0 \) and all non-diagonal entries are nonnegative. In the original formulation of the WPE method, \( F(t) \) is assumed to already be such a discrete-state Markov chain. The additive inverse of the negative diagonal entries, \(-k_n\), defines the rate of leaving state \( n \) (inverse of the expected occupancy time), and the nonnegative off-diagonal entries \( K_{nn'} \) define the probability of jumping from state \( n \) to state \( n' \) in the sense that \( K_{nn'}/k_n \) defines the probability of such a jump whenever the Markov chain leaves state \( n \) \([34]\). This step of discretizing the continuous Markov process \( F(t) \) must be performed carefully and in Section 5.1 we will elaborate on how we do this. Of course, if \( F(t) \) is already a finite-state Markov chain, this step is trivial. Next, the spatial variable \( x \) is discretized so that the Markov process \( (X(t), F(t)) \) defined in Section 1 is approximated by an extended Markov chain \((X^\sharp(t), F^\sharp(t))\) on a finite state space (the Cartesian product of the discretized state space of \( X \) and \( F \)). A key element to the WPE framework, particularly when employed for the purpose of trajectory simulation (not our focus here) in non-smooth (i.e., sawtooth) potentials, is the definition of the discretized Markov chain dynamics so that it preserves the detailed balance properties of the original equation \((1)\). To explain this, we begin with the stochastic differential equation \((1)\) with the Markov process \( F(t) \) replaced by a suitable Markov chain approximation \( F^\sharp(t) \):

\[
dX(t) = -\phi'(X(t)) F^\sharp(t) \, dt + \sqrt{2 \theta} \, dW(t).
\]

We define \( \rho^n(x, t) \) as the probability density for the semidiscretized process \((X(t), F^\sharp(t)), n \in \mathbb{Z}_F^+ \), so that for any Borel set \( B \subset \mathbb{R} \) and \( n \in \mathbb{Z}_F^+ \),

\[
\text{Prob}\{ X(t) \in B, F^\sharp(t) = n \} = \int_B \rho^n(x, t) \, dx.
\]

The Fokker–Planck equation describing its evolution is given by

\[
\frac{\partial \rho^n(x, t)}{\partial t} = \partial_x(\phi'(x) f^n \rho^n(x, t) + \theta \partial_x \rho^n(x, t)) - k_n \rho_n(x, t) + \sum_{n' \neq n} K_{nn'} \rho^{n'}(x, t).
\]

Next \( X(t) \) is also approximated (in distribution) by a discrete-state, continuous-time Markov chain \( X^\sharp(t) \) on a regular spatial grid \( x_{ij} = j + i \Delta x, \quad i = 1, \ldots, M_x, \quad j \in \mathbb{Z}, \) where we are assuming a spatial period of \( 1 \) and \( \Delta x = 1/M_x \). In this representation of the grid, the parameter \( j \) indexes the real line by cells of length one (the normalized period of the potential \( \phi \)), while \( i \) indexes the grid points with separation distance \( 1/M_x \) within each cell. The spatially discretized version of \( \rho^n(x, t) \) is indexed in a somewhat unorthodox way which is convenient for the following developments. The function \( p^n_i(j, t) \) is defined to be the probability that the discretized joint process \((X^\sharp(t), F^\sharp(t))\) takes values \((x_{ij}, f^n)\) at time \( t \). Since this function may also be interpreted as the probability that the semidiscretized process \((X(t), F^\sharp(t))\) takes values in the set \((x_{ij} - \frac{1}{2} \Delta x, x_{ij} + \frac{1}{2} \Delta x) \times [n]\), it can be related to the probability density \( \rho^n(x, t) \), in an approximate sense owing to the discretized approximation of the dynamics, through:

\[
p^n_i(j, t) \approx \int_{x_{ij} - \frac{1}{2} \Delta x}^{x_{ij} + \frac{1}{2} \Delta x} \rho^n(x, t) \, dx.
\]

This probability distribution is then represented in vectorial form \( p^n(j, t) = (p^n_1(j, t), p^n_2(j, t), \ldots, p^n_{M_x}(j, t)) \). The discretized equations then read

\[
\frac{dp^n(j, t)}{dt} = \mathbb{L}^n p^n(j, t) + \mathbb{L}_1^n p^n(j - 1, t) + \mathbb{L}_2^n p^n(j + 1, t) + \sum_{n' \neq n} K_{nn'} p^{n'}(j, t),
\]

(8)
where the matrices appearing in this equation are given by
\[
\begin{align*}
\left[ L^n \right]_{i,i} &= - \left( F^n_{i+1/2} + B^n_{i-1/2} + k^n \right) \quad \text{for } i = 1, \ldots, M_x, \\
\left[ L^n \right]_{i,i+1} &= F^n_{i+1/2} \quad \text{for } i = 1, \ldots, M_x, \\
\left[ L^n \right]_{i-1,i} &= B^n_{i-1/2} \quad \text{for } i = 1, \ldots, M_x, \\
\left[ L^n \right]_{i,i'} &= 0 \quad \text{for } |i - i'| > 2, \\
\left[ L^n \right]_{M_x,i} &= 0 \quad \text{zero else,} \\
\left[ L^n \right]_{M_x,1} &= B^n_{1/2} \quad \text{zero else.}
\end{align*}
\]

Intuitively, the matrix \( L^n \) is a discretization of the Fokker–Planck operator, while the matrices \( L^n_+ \) and \( L^n_- \), acting upon the probability vector \( p^n \), are a discretization of the probability flux at the boundaries. The terms \( F^n_{i+1/2} \) and \( B^n_{i+1/2} \) represent the transition rates between adjacent cells, and are chosen such that for any frozen choice of \( F^2 \), the jump process \( X^2 \), with master equation as given by Eq. (8) without the \( K^n_{in} \) term and the \( k^n \) terms in \( L^n \), satisfies the detailed balance condition with respect to the Boltzmann distribution \( e^{-\phi(x)/\theta} \). We refer the reader to Wang et al. [21] and Wang and Elston [22] for further details of the numerical method.

From the vectors and matrices defined above, we define supervectors and supermatrices with indices 1, \ldots, \( M_W \equiv M_x \times N_F \), where \( N_F = |S_F^T| \), so that Eq. (8) can be expressed in the following abstract form:
\[
\frac{d\mathbf{p}(j,t)}{dt} = L \mathbf{p}(j,t) + L_+ \mathbf{p}(j-1,t) + L_- \mathbf{p}(j+1,t).
\]

More precisely, \( \mathbf{p}^t(j,t) = [\mathbf{p}]_{jM_x+t}(t) \), where \( [\mathbf{v}]_j \) is used to denote the \( j \)th component of a supervector \( \mathbf{v} \) for later convenience. Other supervectors and supermatrices are indexed similarly, with \( L \) a supermatrix representing the first and fourth terms in Eq. (8) (that is, the dynamics acting within a spatial period), while \( L_+ \) and \( L_- \) are supermatrices representing, respectively, the second and third terms in Eq. (8). These last two supermatrices will have a block diagonal form since they do not couple across different modulation states.

Wang et al. [21] and Wang and Elston [22] show that the effective drift and diffusivity are obtained as the unique solutions to the following equations:
\[
\begin{align*}
U &= \sum_{i=1}^{M_W} \left[ (L_+ - L_-) \mathbf{p}^\dagger \right]_i, \\
M \mathbf{p}^\dagger &= 0, \quad M = L + L_+ + L_-, \quad (10) \\
M \mathbf{r} &= U \mathbf{p}^\dagger - (L_+ - L_-) \mathbf{p}^\dagger, \quad (12b)
\end{align*}
\]

satisfying the normalization condition \( \sum_{i=1}^{M_W} [\mathbf{p}^\dagger]_i = 1 \), where \( M_W \) is the total number of discrete states. For the effective diffusivity, one must solve,
\[
\begin{align*}
D &= \frac{1}{2} \sum_{i=1}^{M_W} \left[ (L_+ + L_-) \mathbf{p}^\dagger + 2(L_+ - L_-) \mathbf{r} \right]_i, \\
Mr &= U \mathbf{p}^\dagger - (L_+ - L_-) \mathbf{p}^\dagger, \quad (12b)
\end{align*}
\]

with the normalization condition
\[
\sum_{i=1}^{M_W} [\mathbf{r}]_i = 0. \quad (13)
\]

3. Homogenization equations for effective drift and diffusion

An application of the homogenization formalism from Pavliotis [23] yields the following system of equations for the effective drift and diffusivity in the continuously modulated flashing ratchet model [1]. We will not repeat the original derivation here since a unified derivation of the WPE and homogenization equations will be provided in Section 4.

First we define the infinitesimal generator of the Markov process \( (X(t), F(t)) \), to be understood as operating on functions defined on \( S_X \times S_F \) where \( S_X \) is the spatial domain, here taken as the unit interval with periodic boundary conditions, and \( S_F \) is the state space of the potential modulations \( F(t) \). Parameterizing the domain \( S_X \) by the variable \( x \) and \( S_F \) by the variable \( f \), the infinitesimal generator reads:
\[
\mathcal{L} = -\phi'(x)f \partial_x + \theta \partial_xx + \mathcal{L}_f
\]
where \( \mathcal{L}_f \) is the infinitesimal generator associated with the Markov process \( F(t) \). For the Ornstein–Uhlenbeck process (5), the associated state space is \( S_F = \mathbb{R} \) and the associated infinitesimal generator is:

\[
\mathcal{L}_f = \frac{1}{\tau} ( -f \partial_f + \sigma_F^2 \partial_{ff} ). \tag{14}
\]

To compute the effective drift and diffusivity, we first solve the stationary Fokker–Planck equation

\[
\mathcal{L}^* \rho(x, f) = 0, \quad \rho(x + 1, f) = \rho(x, f), \tag{15}
\]

where

\[
\mathcal{L}^* = \partial_k ( \phi'(x) f \cdot ) + \theta \partial_{xx} + \frac{1}{\tau} ( \partial_f (f \cdot ) + \sigma_F^2 \delta_{ff} )
\]

is the Fokker–Planck operator, defined as the adjoint of the infinitesimal generator. The stationary solution \( \rho(x, f) \) is to have periodic boundary conditions in \( x \in [0, 1] \) and to satisfy the normalization condition:

\[
\int_0^1 \int_{-\infty}^{\infty} \rho(x, f) \, df \, dx = 1. \tag{16}
\]

\( \rho(x, f) \) is here actually a reduced probability density [2, Section 2.4] associated with the Markov process \( (X(t), F(t)) \) in that only the relative position of \( X(t) \) with respect to the periodic potential is described; the information concerning the nearest integer to \( X(t) \) is contracted out. In other words, \( \rho(x, f) \) is the joint probability density of \( X(t) - \lfloor X(t) \rfloor \) and \( F(t) \), where \( \lfloor . \rfloor \) is the greatest integer function. This contraction of the spatial description to a compact domain is necessary for a nontrivial stationary probability distribution to be defined.

Once \( \rho \) is computed, the effective drift is obtained rather simply as the drift coefficient in (1) averaged over spatial position with respect to the stationary probability distribution:

\[
U = \langle -\phi'(x) f \rangle_\rho \tag{17}
\]

where:

\[
\langle g \rangle_\rho = \int_0^1 \int_{-\infty}^{\infty} g(x, f) \rho(x, f) \, df \, dx. \tag{18}
\]

Next the following cell problem, which has the form of a Poisson equation, must be solved

\[
-\mathcal{L} \chi(x, f) = -\phi'(x) f - U, \quad \chi(x + 1, f) = \chi(x, f). \tag{19}
\]

\( \chi \) must satisfy also the condition that it grows sufficiently slowly with respect to \( f \) so that:

\[
\langle \chi(x, f)^2 \rangle_\rho < \infty.
\]

Moreover, the operator \( \mathcal{L} \) has a one-dimensional kernel of constants; Eq. (19) does satisfy the solvability condition, and we impose an extra condition to fix a unique solution:

\[
\langle \chi \rangle_\rho = 0. \tag{20}
\]

From here, the effective diffusivity \( D \) is computed as [35]

\[
D = \theta + \langle ( -\phi'(x) f - U ) \rangle_\rho + 2\theta \langle \partial_x \chi \rangle_\rho. \tag{21}
\]

Note that the choice (20) does not affect the value of this formula for \( D \), as it is invariant under the addition of constants to \( \chi \).


We observe first of all some direct similarities between the homogenization equations just derived and those characterizing the Wang–Peskin–Elston framework summarized in Section 2. First of all, the equation \( M p^s = 0 \), together with its normalization, can be readily understood as a finite-volume discretization of the stationary Fokker–Planck equation (15) with normalization (16), and \( p^s \) describes exactly the reduced stationary probability distribution of the discretized system \( (X^s(t), F^s(t)) \). The formula for the effective drift (10) is also a simple discretization of Eq. (17). On the other hand, the formula (12a) for the effective diffusivity in the WPE approach does not appear to be a discretized approximation of Eq. (21).
for the effective diffusivity in the homogenization framework. In particular, the matrix $M$ in (11) and (12b) is a discretization of the Fokker–Planck operator, while in order to find $D$ from (21) one must solve a problem involving the adjoint of this operator, as in (19). In Section 4, however, we will present a unified derivation of both the homogenization and WPE equations which explains the consistency of the results obtained with either method (up to numerical errors incurred by choice of discretization).

For now, we proceed by noting that the homogenization equations have been derived without any prior discretization, so we may solve the equations for the effective drift and diffusivity using any method we please. We will next describe a spectral approach similar in spirit to the continued-fraction method of [32] developed in other contexts.

### 3.2. Spectral decomposition

We now develop a numerical algorithm to solve Eqs. (15) and (19) through a spectral decomposition in terms of Hermite polynomials (in $f$) and Fourier series (in $x$) of their respective solutions $\rho(x, f)$ and $\chi(x, f)$. This method is analogous to that presented in [32] for computing the effective drift of a particle on a tilted periodic potential, including its extension to computing effective diffusivity [35], and which was employed in Latorre et al. [36] for numerical comparison against theoretical expansions of the transport coefficients with respect to the strength of the tilt and corresponding corrections to the Einstein relation. We commence by writing Eq. (15) as:

$$\partial_t \phi(x, f) \rho(x, f) + \theta \partial_{xx} \rho(x, f) + \frac{1}{\tau} \mathcal{L}_f^* \rho(x, f) = 0,$$

where $\mathcal{L}_f^*$ is the adjoint operator of $\mathcal{L}_f$ given in Eq. (14). The invariant probability density of the $F(t)$ dynamics is given by the solution of

$$\mathcal{L}_f^* \rho_F(f) = 0,$$

which is readily seen to be $\rho_F(f) = (2\pi \sigma F)^{-1/2} e^{-f^2/(2\sigma F)^2}$. We write the reduced stationary distribution for the dynamics $(X(t), F(t))$ by factoring out this expression

$$\rho(x, f) = \rho_F(f) \pi(x|f),$$

where $\pi(x|f)$ is just the conditional (reduced probability) density of $X(t)$ given $F(t) = f$. After substituting this ansatz in Eq. (15) we are left with

$$\partial_t \phi(x, f) \pi(x|f) + \theta \partial_x \pi(x|f) + \frac{1}{\tau} \mathcal{L}_f \pi(x|f) = 0.$$  

(22)

A convenient basis which diagonalizes the $\mathcal{L}_f$ operator (for Ornstein–Uhlenbeck dynamics (5) and is orthonormal with respect to $\rho_F$ is given by the Hermite polynomials $(H_n(f))_{n=0}^{\infty}$, which can be defined through

$$H_n(f) = \frac{1}{\sqrt{n!}} h_n(f / \sigma_F),$$

$$h_n(f) = (-1)^n e^{f^2/2} \frac{d^n}{df^n} (e^{-f^2/2}),$$

and have the properties:

$$\mathcal{L}_f H_n(f) = -n H_n(f), \quad n = 0, 1, 2, \ldots,$$

$$\langle H_n(f) H_m(f) \rangle_{\rho_f} = \int_{-\infty}^{\infty} H_n(f) H_m(f) \rho_F(f) \, df = \delta_{nm}.$$

We now expand the solution $\pi(x, y)$ to Eq. (22) with respect to these Hermite polynomials:

$$\pi(x|f) = \sum_{n=0}^{\infty} \pi_n(x) H_n(f).$$

This representation of $\pi(x|f)$ decomposes Eq. (22) into an infinite system of coupled ordinary differential equations,

$$\sigma F \partial_x \phi(x) \pi_0(x) + \theta \partial_x \pi_0(x) = 0,$$

$$L_n^0 \pi_{n+1}(x) + L_n^0 \pi_n(x) + L_n^0 \pi_{n-1}(x) = 0, \quad n = 1, 2, \ldots,$$

(23a,b)

with
\[ L_n^+ \pi_{n+1}(x) = \sqrt{(n + 1)} \sigma \theta \pi_n(x) \partial_x \left( \phi'(x) \pi_{n+1}(x) \right), \]
\[ L_n^+ \pi_{n-1}(x) = \sqrt{n} \sigma \theta \pi_n(x) \partial_x \left( \phi'(x) \pi_{n-1}(x) \right), \]
\[ L_n \pi_n(x) = \left( \theta \partial_{xx} - n \pi^{-1} \right) \pi_n(x). \]  
\[ (24) \]

Since \( \pi_n(x, f) \) must be periodic functions, an obvious choice for solving the above infinite system of equations is to express \( \pi_n(x) \) in terms of Fourier modes,

\[ \pi_n(x) = \sum_{j=-\infty}^{\infty} \pi_n^j e^{i\omega_j x}, \quad \omega_j = 2\pi j. \]
\[ (25) \]

This representation leads to an algebraic system which is solved by truncating the series,

\[ \pi(x|f) \approx \sum_{n=0}^{N_s} \sum_{j=-M_s}^{M_s} \pi_n^j e^{i\omega_j x} H_n(f). \]

We refer the reader to Appendix A for the details of the algorithm and how the system is solved. In the end, \( U \) is computed from Eq. (17) as

\[ U = \sigma F \text{ Im } \pi_1^1, \]

\( D \) is computed in a similar way [35]; we expand the solution \( \chi(x, f) \) with respect to the Hermite polynomials in \( f \) and Fourier series in \( x \), and truncate:

\[ \chi(x, f) \approx \sum_{n=0}^{N_s} \sum_{j=-M_s}^{M_s} \chi_n^j e^{i\omega_j x} H_n(f). \]

After solving for these expansion coefficients through a projection of the governing equations (15) and (19), we evaluate the effective diffusivity as

\[ D = \theta + \frac{\sigma F}{2} \sum_{n=0}^{N_s} \frac{1}{\sqrt{n+1}} \left[ \sum_{j=-M_s}^{M_s} \chi_n^j \pi_{n+1}^{j+1} - \chi_n^j \pi_{n-1}^{j-1} + \chi_n^{j+1} \pi_{n+1}^{j-1} - \chi_n^{j-1} \pi_{n-1}^{j+1} \right] + 4\pi \theta \sum_{n=0}^{N_s} \sum_{j=-M_s}^{M_s} j \chi_n^j \pi_n^j. \]
\[ (26) \]

Details of the derivation can be found in Appendix A.

4. Equivalence between the WPE numerical algorithm and homogenization theory

We show in this section how the WPE algorithm described in Section 2 and the homogenization theory in Section 3 can be obtained through a unified multiscale derivation, in which one simply chooses at one point between working with an equation or its adjoint, and then a specific choice of discretization.

We begin by considering the flashing ratchet model (1) with arbitrary Markov process \( F(t) \) modulating the potential, and do not yet impose any discretization. The derivation of the homogenized expressions (17) and (21) for the effective transport coefficients in Pavliotis [23] pursued a multiple scale analysis of the backward-Kolmogorov equation,

\[ \frac{\partial u(x, f, t)}{\partial t} = Lu(x, f, t). \]

In order to establish the equivalence between the WPE numerical algorithm and the homogenization theory approach, we find it more convenient to instead apply the multiscale technique to the forward-Kolmogorov or Fokker–Planck equation associated with (1), namely

\[ \frac{\partial \rho(x, f, t)}{\partial t} = L^* \rho(x, f, t) = \partial_x \left( \phi'(x) f \rho(\cdot) \right) + \theta \partial_{xx} \rho(x, f, t) + L^* \rho(x, f, t), \]
\[ (27) \]

where \( L^* \) is the adjoint of the infinitesimal generator of \( F \) with state space \( S_f \).

We will conduct our theoretical development using formal multiple scales analysis, though a rigorous justification, together with a proof of the fact that the diffusion coefficient is finite, can be obtained using tools from stochastic analysis, such as the martingale central limit theorem, together with a careful study of the cell problem [37].
4.1. Equivalence of drift formulas

We begin by seeking a coarse-grained description on advectively-rescaled large space and time scales

$$\tilde{\rho}_A(x, f, t) = \epsilon^{-1} \rho(x/\epsilon, f, t/\epsilon)$$  \hspace{1cm} (28)$$

and seek a two-space scale solution of the form

$$\tilde{\rho}_A(x, f, t) = \tilde{\rho}_{MS,A}(x, \xi, f, t)\big|_{\xi = x/\epsilon}$$  \hspace{1cm} (29)$$

with small parameter $0 < \epsilon \ll 1$ denoting the separation of scales between the coarse-grained observation scale and the period, $\xi$ the small-scale space variable. We do not include a small-scale time variable because the structure of the dynamics is such that the statistical distribution should approach a quasi-steady state on the small-scales [2, Section 2.4], and we are not interested in resolving the transient evolution of the small-scales from the initial data. We seek solutions $\tilde{\rho}_{MS,A}^{(e)}$ which have periodicity $\tilde{\rho}_{MS,A}^{(e)}(x, \xi + 1, f, t) = \tilde{\rho}_{MS,A}^{(e)}(x, \xi, f, t)$ in the small-scale variable $\xi$ corresponding to the periodicity of the potential. With the chain rule, we find that a solution of

$$\tilde{\partial}_t \tilde{\rho}_{MS,A}^{(e)} = \epsilon^{-1} \left[ \tilde{\partial}_\xi \left( \phi'(\xi) f \tilde{\rho}_{MS,A}^{(e)} \right) + \theta \tilde{\partial}_{\xi \xi} \tilde{\rho}_{MS,A}^{(e)} + \mathcal{L}^*_f \tilde{\rho}_{MS,A}^{(e)} \right] + \left[ \phi'(\xi) f \partial_x \tilde{\rho}_{MS,A} + 2\theta \partial_{xx} \tilde{\rho}_{MS,A} + \epsilon \theta \partial_{x\xi} \tilde{\rho}_{MS,A} \right]$$  \hspace{1cm} (30)$$
yields, through Eqs. (28) and (29), a solution to Eq. (27). Substituting next a perturbation expansion

$$\tilde{\rho}_{MS,A}^{(e)}(x, \xi, f, t) = \tilde{\rho}_{A0}(x, \xi, f, t) + \epsilon \tilde{\rho}_{A1}(x, \xi, f, t) + \cdots$$

into Eq. (30), we obtain the asymptotic hierarchy

$$O(\epsilon^{-1}): \quad 0 = \mathcal{L}^*_0 \tilde{\rho}_{A0}.$$  \hspace{1cm} (31a)$$

$$O(1): \quad \tilde{\partial}_t \tilde{\rho}_{A0} = \mathcal{L}^*_0 \tilde{\rho}_{A0} + \phi'(\xi) f \partial_x \tilde{\rho}_{A0} + 2\theta \partial_{xx} \tilde{\rho}_{A0},$$  \hspace{1cm} (31b)$$

where we have defined the fundamental operator on small-scale variables:

$$\mathcal{L}^*_0 \equiv \tilde{\partial}_\xi \left( \phi'(\xi) f g \right) + \theta \tilde{\partial}_{\xi \xi} g + \mathcal{L}^*_f g.$$  \hspace{1cm} (31c)$$

In solving these equations, we use the following solvability condition [38]:

The equation

$$\mathcal{L}^*_0 g(\xi, f) = h(\xi, f),$$  \hspace{1cm} (32)$$
has a periodic solution $g(\xi, f) = g(\xi + 1, f)$ only when the solvability condition

$$\int_0^1 \int_{S_f} h(\xi, f) \, df \, d\xi = 0$$

is satisfied. When this condition holds, Eq. (32) has a one-parameter family of solutions $g(\xi, f) = g_0(\xi, f) + c\pi_0(\xi, f)$ where $c$ is an arbitrary real constant, and $\pi_0(\xi, f)$ is defined as the unique real, periodic solution $\pi_0(\xi, f) = \pi_0(\xi + 1, f)$ of the homogeneous equation

$$\mathcal{L}^*_0 \pi_0 = 0$$  \hspace{1cm} (33a)$$
with the normalization

$$\int_0^1 \int_{S_f} \pi_0(\xi, f) \, df \, d\xi = 1.$$  \hspace{1cm} (33b)$$

In the case in which $F$ has discrete state space $S_f$, the integral over $S_f$ should be replaced by a sum over states. This solvability condition is derived from the fact that the operator $\mathcal{L}^*_0$ is elliptic, with one-dimensional null space spanned by $\pi_0$ and one-dimensional adjoint null space spanned by constants [38]. Applying this solvability condition to the $O(\epsilon^{-1})$ equation in Eq. (31) yields the result that $\tilde{\rho}_{A0}(x, \xi, f, t) = \pi_0(\xi, f)c(x, t)$ for some function of large-scale variables, $c(x, t)$, to be determined. Substituting this expression for $\tilde{\rho}_{A0}$ into the $O(1)$ equation in Eq. (31), and then imposing the solvability condition produces the result that
\[
\frac{\partial c(x, t)}{\partial t} = \nabla \cdot (U c(x, t))
\]

which is of course a simple advection equation with drift velocity \(U\).

This recovers the homogenization formula (17) for the effective drift of the motor. We show now how upon an appropriate discretization of physical and state space, the WPE formulas (10) and (11) can be recovered. First of all, Eq. (11) is formally just a discretization of Eq. (15) for the stationary distribution of the position of the motor. To make more precise contact with the choice of supermatrices \(L, L_+,\) and \(L_-\) used in Wang et al. [21] and Wang and Elston [22], we observe that Eq. (33a) can be written as,

\[
\theta \partial_\xi \left[ e^{-f(\phi(\xi))/\theta} \partial_\xi \left( e^{f(\phi(\xi))/\theta} \pi_0(\xi, f) \right) \right] + L^*_F \pi_0(\xi, f) = 0. \tag{34}
\]

A direct finite-volume numerical discretization leads to a numerical scheme of the type developed in [39], and a further consistent approximation of the coefficients in the resulting algebraic equations leads to Eq. (11) with the forward and backward rates in (9) equal to those in Wang et al. [21], Wang and Elston [22]. To derive the WPE formula (10) for the effective drift, we integrate Eq. (34) over the modulation variable \(f\), noting the integral over the \(L^*_F\) term vanishes due to integration of a derivative of a function with decaying values as \(|f| \to \infty\), to obtain the following relation:

\[
\frac{d}{d\xi} \int_{S_F} \theta e^{-f(\phi(\xi))/\theta} \partial_\xi \left( e^{f(\phi(\xi))/\theta} \pi_0(\xi, f) \right) df = 0. \tag{35}
\]

This implies that the integral, which is nothing but the averaged net spatial flux induced by the stationary distribution at a position \(\xi\), is constant on the cell \([0, 1]\), a statement which can alternatively be derived by physical considerations [2]. We next observe that the expression (17) for \(U\) can be written as

\[
U = \int_{S_F} \theta e^{-f(\phi(\xi))/\theta} \partial_\xi \left( e^{f(\phi(\xi))/\theta} \pi_0(\xi, f) \right) df d\xi,
\]

which, upon integration by parts and the observation that all factors in the integrand are periodic, leads to

\[
U = -\int_{S_F} \theta e^{-f(\phi(\xi))/\theta} \partial_\xi \left( e^{f(\phi(\xi))/\theta} \pi_0(\xi, f) \right) df d\xi.
\]

But by Eq. (35), the integrand of the \(\xi\) integral in this expression is independent of \(\xi\), and therefore everywhere equal to its value at the period boundary \(\xi = 1\), so we may equivalently write

\[
U = -\left[ \int_{S_F} \theta e^{-f(\phi(\xi))/\theta} \partial_\xi \left( e^{f(\phi(\xi))/\theta} \pi_0(\xi, f) \right) df \right]_{\xi = 1}.
\tag{36}
\]

In continuous variables, this is precisely the flux of probability through the period boundary at \(\xi = 1\), which again has a clear physical interpretation [2]. Eq. (10) can be similarly understood, through the general expression of the supermatrices \(L_+\) and \(L_-\) in terms of forward and backward transition rates, as the discretized form of the net probability flux through the period boundary at \(\xi = 1\). More precisely, we approximate the derivative in Eq. (36) through a standard centered finite-difference formula (7) in terms of \(\mathbf{p}^5\) (temporarily relaxing superscript indexing for clarity). As before, a further consistent approximation of the coefficients \(A^M_{n+}\) and \(A^L_{n-}\) leads to the WPE formula (10) for \(U\), with the supermatrix coefficients defined precisely as in Wang et al. [21], Wang and Elston [22].
4.2. Equivalence of diffusivity formulas

We turn next to the derivation of the effective diffusivity $D$ for homogenization theory (21) and the WPE equivalent (12), which unlike the drift, appears not to be a simple discretization of the homogenization formula. To this end, we rescale diffusively to large time and space scales, centered about the net drifting motion:

$$\tilde{\rho}_D(x, f, t) = \epsilon^{-1} \rho((x + Ut)/\epsilon, f, t/\epsilon^2).$$

This change of coordinates reveals the leading order long-time dynamics, with the effects of the drift removed by the re-centering of the spatial coordinate. These dynamics are expected (and confirmed by the following calculation) to be effective diffusion due to functional central limit theorem considerations arising from the periodic spatial environment. We seek a solution of the form

$$\tilde{\rho}_D(x, f, t) = \tilde{\rho}_{MS_D}(x, f, t) |_{x=(x+Ut)/\epsilon}$$

periodic with respect to the small space variable $\xi$. We have introduced here a new small-scale variable $\xi$ which undoes the Galilean transformation and saves us the need to otherwise include a fast time scale describing the trivial advection of the stationary small-scale structure. By the chain rule, we can generate suitable solutions of Eq. (27) through periodic solutions to the multiscale transformed Fokker--Planck equation:

$$\partial_t \tilde{\rho}_{MS_D}^{(e)} + \epsilon^{-2} \left[ \tilde{\rho}_{\phi'(\xi)} + \theta \partial_\xi \tilde{\rho}_{MS_D}^{(e)} \right] + \epsilon^{-1} \left[ (\phi' + U) \partial_x \tilde{\rho}_{MS_D}^{(e)} + 2\theta \partial_{xx} \tilde{\rho}_{MS_D}^{(e)} \right] + \theta \partial_{xx} \tilde{\rho}_{MS_D}^{(e)} .$$

Upon substituting the perturbation expansion

$$\tilde{\rho}_{MS_D}(x, f, t) = \tilde{\rho}_{D0}(x, f, t) + \epsilon \tilde{\rho}_{D1}(x, f, t) + \epsilon^2 \tilde{\rho}_{D2}(x, f, t) + \cdots$$

into Eq. (38), we find by equating equal powers of $\epsilon$,

$$O(\epsilon^{-2}) : 0 = L_0^c \tilde{\rho}_{D0},$$

$$O(\epsilon^{-1}) : 0 = L_0^c \tilde{\rho}_{D1} + L_1^c \tilde{\rho}_{D1},$$

$$O(1) : \partial_t \tilde{\rho}_{D0} = L_0^c \tilde{\rho}_{D2} + L_1^c \tilde{\rho}_{D1} + \theta \partial_{xx} \tilde{\rho}_{D0},$$

where,

$$L_0^c = \partial_\xi (\phi' f) + \theta \partial_{xx} + L_1^c,$n

$$L_1^c = \partial_\xi \left( (\phi' + U) f \right) + 2\theta \partial_{xx}.$$

Using the same solvability condition as above, the $O(\epsilon^{-2})$ equation implies that

$$\tilde{\rho}_{D0}(x, f, t) = c(x,t)\pi_0(\xi, f),$$

where $c(\cdot)$ is a function to be determined, and $\pi_0$ is defined as in Eq. (33). Eq. (41) reads,

$$-L_0^c \tilde{\rho}_{D1} = L_1^c \tilde{\rho}_{D0} = \left[ (\phi' f + U) \pi_0 + 2\theta \partial_\xi \pi_0 \right] \partial_x c,$$

which is automatically solvable since the right-hand side satisfies

$$\int_{\xi=0}^{1} \int f \, d\xi = \partial_x c \left( \int_{\xi=0}^{1} \int (\phi' f + U) \pi_0(\xi, f) \, d\xi + 2\theta \pi_0(\xi, f) \right) \bigg|_{\xi=0}^{1} = 0,$$

because of the periodicity of $\pi_0(\xi, f)$ and the definition (17) of $U$. As the variables $x$ and $t$ enter as parameters in (44), we can treat the function $\partial_x c(x,t)$ as a multiplicative parameter, and therefore express the solution in the form

$$\tilde{\rho}_{D1}(x, f, t) = \pi_0(\xi, f) c_1(x,t) + \psi(\xi, f) \partial_x c(x,t).$$

The first term corresponds to the homogeneous solution of Eq. (44), allowing the free multiplicative constant to take the form of an arbitrary (for now) function $c_1(x,t)$ of the variables not involved in the differential operator $L_0^c$. The second term corresponds to the particular solution of Eq. (44), which is expressed as $\partial_x c(x,t)$ (acting as an effective constant) multiplied by the unique solution of the equation

$$-L_0^c \psi(\xi, f) = (\phi' f + U) \pi_0(\xi, f) + 2\theta \partial_\xi \pi_0(\xi, f).$$
that is periodic, satisfies $\langle |\psi|^2 \rangle_\rho < \infty$, and with integral chosen to be:

$$\int_0^1 f \, d f \int_{\mathcal{S}} \psi(\xi, f) \, d \xi = - \int_0^1 \xi \pi_0(\xi, f) \, d f \, d \xi.$$  \hfill (47)

We note that any constant could have been chosen on the right-hand side, without affecting the subsequent derivation of the formula (48) for the effective diffusivity, but our particular choice will facilitate connection with the WPE formula (12).

This is an adjoint equivalent of the cell problem (19) that arises from the homogenization analysis of the backward-Kolmogorov equation. Upon substituting the results (43) and (45) into Eq. (42), we obtain

$$\pi_0(\xi, f) \partial_c c(\xi, f, t) = \left( \theta \pi_0(\xi, f) + (\phi'(\xi) f + U) \psi(\xi, f) + 2 \theta \partial_\xi \psi(\xi, f) \right) \partial_{\mathcal{S}} \chi(\xi, f, t)$$

$$+ \left( \phi'(\xi) f + U \right) \pi_0(\xi, f) + 2 \theta \partial_\xi \pi_0(\xi, f) \partial_c c_1(\xi, f) + \mathcal{L}_0^* \rho \mathcal{D}^2(\cdot).$$

The solvability condition for this equation then implies that $c(\xi, f, t)$ satisfies the diffusion equation

$$\partial_t c(\xi, f, t) = D \partial_{xx} c(\xi, f, t),$$

where $D$ is given by

$$D = \theta + \int_0^1 \left( \phi'(\xi) f + U \right) \psi(\xi, f) \, d f \, d \xi.$$  \hfill (48)

where we have used the normalization (33b) of $\pi_0$ and the periodicity of $\psi$ in the last equality. This is a somewhat different expression for $D$ than was obtained in Eq. (21) from the same multiscale technique applied to the backward-Kolmogorov equation [23].

Before showing how the expression (48) for the diffusivity is related to the WPE algorithm, we prove directly the equivalence with Eq. (21) that arises from the original homogenization theory from Pavliotis [23]. The latter are expressed in terms of an auxiliary field $\chi(\xi, f, t)$, which satisfies the cell problem

$$-\mathcal{L}_0 \chi(\xi, f) = \phi'(\xi) f \partial_\xi \chi - \theta \partial_\xi \chi - \mathcal{L}_f \chi = -\phi'(\xi) f - U,$$

with periodicity in $\xi$ and integrability $\langle |\chi|^2 \rangle_\rho < \infty$.

From Eq. (48) we have,

$$D = \theta + \int_0^1 \left( \phi'(\xi) f + U \right) \psi(\xi, f) \, d f \, d \xi$$

$$= \theta + \int_0^1 \psi(\xi, f) \mathcal{L}_0 \chi(\xi, f) \, d f \, d \xi$$

$$= \theta + \int_0^1 \chi(\xi, f) \mathcal{L}_0^* \psi(\xi, f) \, d f \, d \xi$$

from (46)

$$= \theta + \int_0^1 \left( -\chi(\xi, f) \left( \phi'(\xi) f + U \right) \pi_0(\xi, f) + 2 \theta \partial_\xi \pi_0(\xi, f) \right) \, d f \, d \xi$$

$$= \theta + \int_0^1 \left( -\phi'(\xi) f - U \right) \chi(\xi, f) \pi_0(\xi, f) \, d f \, d \xi$$

$$+ 2 \theta \partial_\xi \pi_0(\xi, f) \, d f \, d \xi$$
The above expression is precisely Eq. (21) for D found via the original homogenization theory in [23].

The equivalence of the expression (48) for the effective diffusivity with that of the WPE numerical method can be established as follows. From Eq. (46),

\[-L_0^\psi(\xi, f) = (\phi(\xi, f) + U)\pi_0(\xi, f) + 2\theta \partial_\xi \pi_0(\xi, f).\]

Now define

\[R(\xi, f) = -\int \psi(\xi, f) + \xi \pi_0(\xi, f)\]  \hspace{1cm} (49)

It is easy to verify that R satisfies the boundary condition

\[R(\xi + 1, f) = R(\xi, f) - \pi_0(\xi, f)\]  \hspace{1cm} (50)

and the equation,

\[-L_0^\psi R(\xi, f) = U\pi_0.\]  \hspace{1cm} (51)

Moreover from Eqs. (47) and (16), we have that

\[\int_0^1 \int_0^1 R(\xi, f) \, df \, d\xi = 0.\]  \hspace{1cm} (52)

The same argument based on finite-volume discretizations used to connect the continuous equation (33a) with the discretized WPE equation (10), show that (12b) is simply a discretization of Eq. (51). The matrix M is a discretization of the operator \(L_0^\psi\) corresponding to periodic boundary conditions, and \(r = (R_1, R_2, \ldots, R_{Mw})^T\), \(\rho^\psi = (\pi_1, \pi_2, \ldots, \pi_{Mw})^T\) are the corresponding discretized approximations of \(R(\xi, f)\) and \(\pi_0(\xi, f)\). The term \(-(L_1 - U\pi_0)\) is a correction term arising from the fact that \(R(\xi, f)\) does not satisfy periodic boundary conditions, but rather Eq. (50). Thus, the discretized terms corresponding to “fluxes of R” from outside the period domain [0, 1] must involve this shift of \(\pm \pi_0\) relative to the case in which \(R\) is periodic and fluxes in from the left/right are equated to fluxes out of the right/left boundary. Also, the normalization condition (13) is clearly a direct discretization of the integral condition (52).

Finally, we show how (48) leads to the WPE formula (12a) for the effective diffusivity. First, we note that by periodicity of \(\psi(\xi, f)\) and the integration over a complete spatial period in \(\psi\), as well as Eq. (49) and the normalizations (16) and (13), we can rewrite Eq. (48) as:

\[D = \theta + \int_0^1 \int_0^1 (\phi(\xi, f) + U)\psi(\xi, f) \, df \, d\xi\]

\[= \theta - \int_0^1 \int_0^1 (\phi(\xi, f) + \theta \partial_\xi)R(\xi, f) \, df \, d\xi - \int_0^1 \int_0^1 \xi(\phi(\xi, f) + \theta \partial_\xi)\pi_0(\xi, f) \, df \, d\xi\]

\[-\int_0^1 \int_0^1 \theta \pi_0(\xi, f) \, df \, d\xi - U \left[ \int_0^1 \int_0^1 R(\xi, f) \, df \, d\xi + \int_0^1 \int_0^1 \xi \pi_0(\xi, f) \, df \, d\xi \right] \]

\[= -\int_0^1 \int_0^1 \theta [e^{-\phi(\xi, f) \partial_\xi} e^{\phi(\xi, f) R(\xi, f)}] \, df \, d\xi\]

\[-\int_0^1 \int_0^1 \theta [e^{\phi(\xi, f) \partial_\xi} e^{-\phi(\xi, f) \pi_0(\xi, f)}] \, df \, d\xi - U \int_0^1 \int_0^1 \xi \pi_0(\xi, f) \, df \, d\xi.\]  \hspace{1cm} (53)
Next we integrate by parts in the first integral, noting the periodicity of all factors in the integrand except $R$, which satisfies Eq. (50), to obtain:

$$- \int_{S_F} \int_0^1 \theta \left[ e^{-\Phi/\theta} \partial_\xi \left(e^{\Phi/\theta} R\right) \right] df \ d\xi = \left[-\xi \int_{S_F} \theta e^{-\Phi/\theta} \partial_\xi \left(e^{\Phi/\theta} R\right) df \right]_0^1 + \int_{S_F} \xi \partial_\xi \theta e^{-\Phi/\theta} \partial_\xi \left(e^{\Phi/\theta} R\right) df \ d\xi$$

from (51)

$$= \left[- \int_{S_F} \theta e^{-\Phi/\theta} \partial_\xi \left(e^{\Phi/\theta} R\right) df \right]_{\xi=1} + \int_{S_F} \xi U \pi_0 df \ d\xi. \quad (54)$$

Noting from our argument from Eq. (35), the integral over $S_F$ in the second term in the last expression of Eq. (53) is in fact constant with respect to $\xi$, we can trivially integrate over $\xi$ to obtain:

$$- \int_{S_F} \int_0^1 \xi \theta \left[ e^{-\Phi/\theta} \partial_\xi \left(e^{\Phi/\theta} \pi_0(\xi, f)\right) \right] df \ d\xi = -\frac{1}{2} \int_{S_F} \theta e^{-\Phi/\theta} \partial_\xi \left(e^{\Phi/\theta} \pi_0\right) df \bigg|_{\xi=1}. \quad (55)$$

Combining then Eqs. (53), (54), and (55), we obtain the following expression for the effective diffusivity in terms of continuum variables which, analogously to the formula (36) for the effective drift, only involves evaluations of “fluxes” at the period boundary rather than integration with respect to the spatial variable $\xi$:

$$D = - \int_{S_F} \theta e^{-\Phi/\theta} \partial_\xi \left[ e^{\Phi/\theta} \left(R(\xi, f) + \frac{1}{2} \pi_0\right)\right] df \bigg|_{\xi=1}. \quad (56)$$

Were $(R + \frac{1}{2} \pi_0)$ a periodic function, then by the same argument as above which interpreted the expression in Eq. (36) as a net spatial flux of probability and the matrices $L_+, L_-$ as a corresponding discretization of operators mapping probability densities to rightward and leftward spatial fluxes, we would say that the right-hand side of Eq. (56) could be discretized as $\sum_{i=1}^{M} \left[ (L_+ - L_-)(r + \frac{1}{2} p^s)\right]_i$. But $R$ is not periodic, and this argument is flawed because while $L_+, r$ does serve as an appropriate discretization of the “rightward spatial flux” of $R$ across $\xi = 0$, which describes the “leftward spatial flux” of $R$ across $\xi = 1$ due to the lack of periodicity of $R$. Rather, since by Eq. (50), $R(1 + \xi, f) = R(\xi, f) - \pi_0(\xi, f)$, we should discretize the “leftward spatial flux” of $R$ across $\xi = 1$ as $L_-(r - p^s)$. Then taking the net spatial flux at $\xi = 1$ as the “rightward spatial flux” minus the “leftward spatial flux,” integrated over the modulation variable $f$, we would discretize Eq. (56) as:

$$D \approx - \sum_{i=1}^{M} \left[ L_+ - L_- (r - p^s) + (L_+ - L_-) \frac{1}{2} p^s\right]_i = \frac{1}{2} \sum_{i=1}^{M} \left[ 2(L_+ - L_-) r + (L_+ + L_-) p^s\right]_i,$$

in agreement with the WPE expression (12a).

We can make this argument somewhat more concrete, as we did for $U$ around the discussion of Eq. (37), by approximating the last expression in Eq. (56) by a centered finite-difference using the points $\xi = 1 + \Delta x/2$ and $\xi = 1 - \Delta x/2$, but now we must notice that $R(1 + \Delta x/2) = R(\Delta x/2) - \pi_0(\Delta x/2)$ (while $\pi_0(1 + \Delta x/2) = \pi_0(\Delta x/2)$), to obtain:

$$D \approx - \sum_{n \in S_F^2} \left[ A_{n-}^1 \left( r_1^n - (p^s)_1^n + \frac{1}{2} (p^s)_1^n \right) - A_{n+}^M \left( r_1^M + \frac{1}{2} (p^s)_1^M \right) \right]

= \frac{1}{2} \sum_{n \in S_F^2} \left[ 2 (A_{n+}^M r_1^M - A_{n-}^1 r_1^n) + (A_{n+}^M (p^s)_1^M + A_{n-}^1 (p^s)_1^n) \right].$$

where we temporarily suspend supervector indexing of $r$ and $p^s$. The same consistent approximation of the coefficients $A_{n+}^M$ and $A_{n-}^1$ as in our discussion of the effective drift gives precisely the WPE formula (12a) for the effective diffusivity, with supermatrix coefficients defined precisely as in Wang et al. [21], Wang and Elston [22].

5. Numerical results

In this section we will explore the efficacy of the WPE and homogenization approaches in simulating a flashing ratchet (6) where the potential is modulated by an Ornstein–Uhlenbeck process (5). Though we have shown that the formulas for the effective drift and diffusivity are formally equivalent for the two methods, their implementations differ in their discretization. In particular, the homogenization algorithm will discretize both space and the random potential modulation through a spectral expansion, as discussed in Section 3. On the other hand, the WPE algorithm will discretize both space
and the random potential modulation through regularly spaced grids, in such a way that the stochastic differential system (6) is approximated by a finite-state Markov chain which preserves detailed balance (Section 5.1). We also examine the theoretical question of how the transport properties of the motor compare under continuous-state or discrete-state potential modulations with equivalent low-order statistics (Section 5.2). The numerical studies for both the comparison of the algorithms and the discrete-state and continuous-state modulations are presented together in Section 5.3.

5.1. Discrete-state approximation of the Ornstein–Uhlenbeck process

The equation of motion of the flashing ratchet is given in Eq. (1) where \( F(t) \) is the external modulation, which we now fix as the Ornstein–Uhlenbeck (OU) process (5). The means for computing the effective drift and diffusivity for this system using homogenization theory, including their discrete, computable approximation, were presented in Section 3. The WPE numerical method for computing the transport coefficients, on the other hand, is formulated in Wang et al. [21], Wang and Elston [22] for flashing ratchets where \( F(t) \) is a continuous-time Markov chain with a finite state space. Consequently, to implement this approach on the continuously modulated model (5), we must somehow approximate the continuous dynamics of the OU-process by a finite-state, continuous-time Markov chain. Naive discretizations of either the backward-Kolmogorov or forward-Kolmogorov equation with some finite-difference method can give rise to some inconsistencies. For instance, if the grid size is not small enough the jump rates may not be positive, and some important properties of the original continuous process, such as those concerning its invariant distribution, may be lost. A systematic general framework for suitable consistent numerical approximations of continuous-state stochastic processes by Markov jump processes was presented in Kushner and Dupuis [40]. Here we will adopt the particular formal finite-volume discretization procedure of Latorre et al. [39], which can also be used to derive the WPE scheme and more generally to discretize a certain class of \( N \)-dimensional stochastic differential equations with respect to non-rectangular cells. We begin by writing the backward-Kolmogorov equation for \( F(t) \),

\[
\frac{\partial u(f,t)}{\partial t} = \frac{1}{\tau} \left( -f \frac{\partial u}{\partial f} + \sigma^2 \frac{\partial^2 u}{\partial f^2} \right).
\]

Defining \( \beta = \sigma^2 \tau^{-1} \) and \( V(f) = f^2/2 \), the backward-Kolmogorov equation can be rewritten as

\[
\frac{\partial u(f,t)}{\partial t} = \frac{\sigma^2}{\tau} e^{\beta V(f)} \frac{\partial}{\partial f} \left( e^{-\beta V(f)} \frac{\partial}{\partial f} u(f,t) \right).
\] (57)

Once written in this form, a finite-volume method can be used to discretize the equation. In one dimension and for a uniform grid, a simple finite-difference scheme can be used to obtain the same approximation. This is presented in detail in Appendix B. In the end, the approximation of the backward-Kolmogorov equation can be expressed as,

\[
\frac{d}{dt} u(t) = Lu(t),
\]

where the entries of the matrix \( L \) are given as,

\[
[L]_{n,n'} = \begin{cases} 
-(K_{n,n+1} + K_{n,n-1}) & \text{if } n = n', \\
K_{n,n+1} & \text{if } n' = n + 1, \\
K_{n,n-1} & \text{if } n' = n - 1, \\
0 & \text{otherwise},
\end{cases}
\]

where the \( K_{n,n'} \) are nonnegative constants with expressions given in Eq. (B.1), and \( u(t) = (u_1(t), u_2(t), \ldots, u_{N_f}(t)) \) is the pointwise approximation of the solution \( u(f,t) \). The spatial discretization for the WPE method then follows the standard procedure described in Wang et al. [21], Wang and Elston [22], building upon this finite-state Markov chain approximation for \( F(t) \), which we denote \( F^\sigma(t) \). We will refer to the resulting numerical method, extending the WPE ideas with the finite-volume discretization procedure of Latorre et al. [39] to handle the discretization of the stochastic process \( F(t) \), as the “WPE-based” method in the following discussion.

5.2. Comparison between discrete-state and continuous-state flashing ratchet

We next turn to the question of how sensitively the transport properties depend on a discretization of the continuous-state modulation of the flashing ratchet (5) that preserves exactly the most basic low-order statistics, namely the mean and correlation function. Of course we expect that with sufficiently many discrete states, the transport properties should be relatively insensitive to the discretization, so we set the comparison most starkly by comparing the Ornstein–Uhlenbeck modulation with a dichotomous Markov-chain modulation \( F_D(t) \) taking values \( \{f_1, f_2\} \) with transition rates between the two states given by \( k_{12} \) and \( k_{21} \). We choose these parameters to mimic the Ornstein–Uhlenbeck process as closely as possible. First, because the OU-process is symmetric about the origin, we set \( f_1 = -f_2 = \tilde{f} \) and \( k_{12} = k_{21} = k \). This makes
the dichotomous process have mean zero, as does the OU-process. We next demand that both the discrete and continuous process have the same correlation function, assuming both are initialized with respect to their stationary distributions. The OU-process has correlation function [41]:

\[ \langle F(t')F(t'+t) \rangle = \sigma^2_F e^{-t/\tau} \]

whereas the dichotomous Markov chain has correlation function

\[ \langle F_D(t')F_D(t'+t) \rangle = \tilde{f}^2 e^{-2kt}. \]

We set then,

\[ \tilde{f} = \sigma_F, \quad k = \frac{1}{2\tau}. \]

These restrictions completely determine the Markov chain \( F_D \).

5.3. Comparison of WPE-based and homogenization algorithms for continuous potential modulations

We explore the performance of the homogenization algorithm and the WPE-based method for a rather simple example in which the potential is sinusoidal \( \phi(x) = -\frac{\phi}{2\pi} \cos 2\pi x \). Due to the symmetry of the potential, the effective drift should vanish (\( U = 0 \)), and we have verified (but do not show explicitly) that both methods correctly reproduce this result to the appropriate numerical accuracy. In particular, we do not see any significant spurious drift even without designing detailed balance into the homogenization algorithm. In Figs. 1(a) and 1(b) we present the results of the computations for the effective diffusivity as a function of the variance \( \sigma_F^2 \) of the modulations \( F(t) \) for two different values of the correlation time \( \tau \). For \( \tau = 0.01 \) (Fig. 1(a)) we observe an enhancement of diffusivity (i.e., \( D > \theta \)) while for \( \tau = 10 \) (Fig. 1(b)) we observe a suppression of diffusivity (i.e., \( D < \theta \)). In these figures, we have used \( M_s = 20 \) (41 Fourier coefficients) and \( M_s = 30 \) Hermite polynomials for the spectral method, while using \( M_s = 500 \) grid points in the \( x \)-direction and \( N_D = 21 \) grid points in the \( f \)-direction for the WPE-based method (resulting in a Markov jump process with 21 states; see Appendix B for how \( \Delta f \) is chosen).

The Monte Carlo simulations were performed by an Euler–Maruyama discretization of the SDE (6), with a time step \( \Delta t = 0.001 \) and an ensemble average over 1000 independent simulations after a large number of time steps, which varies depending on the parameters of the simulation (see the figure captions for the actual number). The diffusivity \( D \) for the flashing ratchet with dichotomous noise was also computed via the WPE-based method, using the same number of grid points.

We can observe from these figures how the actual number of states for the multiplicative noise plays a fundamental role as the fluctuations of \( F \) become larger, especially for larger values of \( \tau \). In Figs. 1(c) and 1(d) we present computations of the effective diffusivity \( D \) for intermediate values of \( \tau \), where this phenomenon is also observed. The parameters for the algorithm in the numerical simulations are the same as before.

We can observe from the figures that each of the methods are computing the effective diffusivity consistently for the parameter ranges explored, and that the behavior of the motor particle is sensitive to whether the flashing ratchet is discrete or continuous precisely when the correlation time is large and the amplitude of the potential modulations is not small (in our rescaled units).

For another perspective on the results, we study next the behavior of the effective diffusivity as a function of the parameters \( \tau \), \( \bar{D} \), and \( \theta \), where \( \bar{D} = \sigma^2_F \tau \). This latter parameter characterizes the strength of the noise somewhat differently than the simple amplitude by also taking into account the correlation time. \( \bar{D} \) can be thought of as a crude scaling estimate, from kinetic theory principles, of the enhancement of the diffusivity of the motor particle due to the flashing ratchet, and should be accurate (up to constant prefactor) for the case of low Kubo number [42] in which the decorrelation in the motion of the motor particle is determined essentially by the temporal decorrelation of the amplitude modulation \( F(t) \) rather than spatial decorrelation through motion across the potential landscape \( \phi(x) \).

In Fig. 2 we present our findings when we fix \( \bar{D} = 1 \). The parameters for the algorithm are the same as before. We see first of all that the homogenization algorithm remains in good agreement with the Monte Carlo simulations throughout the range of correlation times presented, and that the effective diffusivity so computed agrees with the intuition described above that \( D \sim C \bar{D} \) for small correlation time \( \tau \) (with some order unity constant \( C \)). On the other hand, the WPE-based algorithm with \( N_D = 21 \) fails to follow the Monte Carlo simulations when the correlation time \( \tau \) of the Gaussian noise is very small (and consequently the noise amplitude \( \sigma_F \) is very large). In this scenario one must increase the number of states in the Markov chain approximation of the OU-process to obtain accurate results with the WPE-based algorithm. We note also the related observation that for small correlation times \( \tau \) and fixed \( \bar{D} = \sigma^2_F \tau \), the behavior of the motor particle becomes very sensitive to whether the potential modulations are continuous or discrete. This regime corresponds to a limit in which \( F(t) \) approaches white noise with correlations \( \langle F(t')F(t'+t) \rangle = \delta(t) \). Combining the observations from Figs. 1 and 2, we see that the dichotomous Markov chain approximation to the continuous Ornstein–Uhlenbeck process for the random potential modulations creates similar behavior for the motor particle, except when the amplitude \( \sigma_F \) of the fluctuations is larger than some critical value which decreases with the correlation time \( \tau \).
Fig. 1. Effective diffusivity $D$ as a function of multiplicative noise variance $\sigma^2 (\theta = 0.1)$, computed for the OU-flashing ratchet (6) with the spectral homogenization algorithm (solid line), the finite-volume adaptation of the WPE-based numerical algorithm ($N_F = 21$, dotted line). The dash–dot line indicates the effective diffusivity for a flashing ratchet with dichotomous noise with same mean and correlation function as the OU-flashing ratchet. Monte Carlo simulations after (a) $3 \times 10^5$, (b)–(d) $10^5$ time steps (solid line with one standard deviation error bars).

Fig. 2. $D$ as a function of $\tau$, with $\bar{D} = \sigma^2 \tau = 1$, $\theta = 0.1$, computed for the OU-flashing ratchet (6) with the spectral homogenization algorithm (solid line), the WPE-based numerical algorithm ($N_F = 21$, dotted line), and Monte Carlo simulations after $2 \times 10^5$ time steps (solid line with one standard deviation error bars). The dash–dot line indicates the effective diffusivity for a flashing ratchet with dichotomous noise with the same mean and correlation function as the OU-flashing ratchet.

5.4. Cost comparison between the spectral and WPE-based numerical methods

We present now a comparison of how the solution of the numerical methods presented above converge with respect to the number of elements taken in the approximation. As we saw in the previous section, the number of states $N_F$ in the discrete approximation of the OU-process plays an important role in the accuracy of the WPE-based method, especially for large values of $\sigma^2$. This should come as no surprise, for the approximation is based on a finite-volume approximation of the backward-Kolmogorov equation of the OU-process. Then the factor $1/N_F$ is proportional to the grid size $\Delta f$. We present then convergence comparisons between the two methods for refinements of the discretization of the spatial variable $x$ and the modulational noise variable $f$. To represent the spatial discretization, we use the number of grid elements, $M_x$, taken in
Fig. 3. Error in the numerical solution of D using the spectral method as a function of the number of Fourier elements for three different choices of $\tau$. In the simulation the number of Hermite polynomials $N_t$ was kept constant at $N_t = 30$.

Fig. 4. Error in the numerical solution of D using the WPE method as a function of the grid size $\Delta x = 1/M_x$ for three different choices of $\tau$. In the simulation the number of grid points $N_F$ in the $F$ direction was kept constant at $N_F = 30$.

the WPE approximation for the $X(t)$ process and the number of Fourier elements, $M_x$, taken in the truncation in the spectral algorithm. For the modulational noise variable discretization, we represent the computational effort with the number of grid points, $N_F$, taken in the finite-volume approximation of the OU-process and the number of Hermite polynomials, $N_t$, taken in the spectral algorithm. In Fig. 3 we present how the error in the numerical solution of the spectral algorithm is reduced as we increase the number of Fourier elements in the truncation while keeping the number of Hermite polynomials constant. The error is computed as usual as

$$\text{error}(M_s) = \left| D_{M_{\text{max}}} - D(M_s) \right|,$$

where $D_{M_{\text{max}}}$ is the solution using a large number of Fourier elements $M_{\text{max}}$ (in this case it is double the number of the last simulation point), and $D(M_s)$ is the solution computed using $M_s$ Fourier terms (analogously, $M_w$ grid points in the $x$ coordinate for the WPE-based method). In Fig. 4 we present the same experiment for the WPE-based method. In this case, we compute the error in the solution as we increase the number of grid points $M_x$ in the $X$ direction, while keeping fixed the number of grid points $N_F$ in the $F$-direction.

In Fig. 5 we perform a similar experiment but now increasing the number of Hermite polynomials $N_t$ in the solution of the spectral method while keeping the number of Fourier elements fixed. Analogously, in Fig. 6 we increase the number of grid elements $N_F$ (equivalently to decreasing the grid size $\Delta f$) while keeping the grid size $\Delta x$ constant.

We can clearly see the $\Delta x^2$-convergence in the WPE-based method (as well as $\Delta f^2$-convergence), which is characteristic of 2nd-order finite-volume approximations. On the other hand, it is clear how the spectral method converges faster as the number of spectral elements are increased.

A natural question now is how the error in both methods converges as the cost of the numerical method is increased. Although a careful analysis of the numerical cost (as given by the number of flops, for instance) is beyond the scope of this paper, we can provide a rough estimation for both methods. The WPE-based algorithm involves the solution of two $MN \times MN$ system of equations ($M$ for the grid size in $X$, $N$ for the grid size in $F$). This is performed usually in $O((MN)^3)$-flops,\(^1\) but further examination of the matrices involved in the method reveals that the system is sparse and

\(^1\) Using a Gauss–Seidel method, for instance.
Fig. 5. Error in the numerical solution of D using the spectral method as a function of the number of Hermite polynomials for three different choices of \( \tau \). In the simulation the number of Fourier terms \( M_s \) was kept constant at \( M_s = 10 \).

Fig. 6. Error in the numerical solution of D using the WPE method as a function of the grid size \( \Delta f \sim 1/N_F \) for three different choices of \( \tau \). In the simulation the number of grid points \( M_x \) in the X direction was kept constant at \( M_x = 25 \).

The banded, reducing the cost of the solutions to \( O((MN)^2) \)-flops. The spectral numerical method involves the solution of two sets of recursive systems (one for \( \rho \) and one for \( \chi \)) of \( N+1 \) equations of the form (see Appendix A),

\[-(Q_n + Q_n^\top S_{n+1})^{-1}Q_n^+\]

Although numerically the inverse matrix is never explicitly computed, the above operation is numerically equivalent to solving \( 2M+1 \) systems of \( (2M+1) \times (2M+1) \) equations. This operation can be done in \( O(M^3) \)-flops, since all the matrices involved in this equation are also sparse and banded, so that the total cost of the spectral numerical method is \( O(NM^3) \)-flops. The comparison between the cost of the numerical methods is done in the following way. By keeping the number of \( N \)-elements (either Hermite polynomials or grid points in the \( F \)-direction) we start with a small number of \( M \)-elements (both Fourier and X-grid points). The number of \( M \)-elements is then increased such that the cost in both numerical methods is increased by (approximately) the same factor. In other words, while we double the number of Fourier elements (increasing the cost in the spectral algorithm by a factor of eight) we triple the number of grid points (increasing the cost in the WPE-based algorithm by a factor of nine). In the same manner, keeping the number of \( M \)-elements fixed while we double the number of \( N \)-elements for the WPE-based method (increasing the cost by a factor of four), we take 4 \( N \) elements for the spectral algorithm (increasing the cost also by a factor of four). In Figs. 7 and 8 we show the results for two different values of \( \tau \). As we can observe from these results, the convergence of the spectral method is much faster than that of the WPE method relative to the numerical cost involved in both methods.

6. Summary and discussion

We have presented a novel numerical algorithm for computing the effective transport properties of the flashing ratchet with continuous Gaussian modulations (Ornstein–Uhlenbeck process). This numerical algorithm is based on a spectral decomposition of the solution to the stationary Fokker–Planck and Poisson equations that arise in homogenization theory. The method is shown to produce results in agreement with Monte Carlo simulations, with much less computational expense. We have also compared this spectral homogenization algorithm with a finite-volume variation of another computational approach due to WPE \cite{21,22}, which can be applied once the continuous modulations are discretized into a continuous-time Markov chain. Both algorithms have been shown to be theoretically equivalent, and capable of accurately reproducing the
results of Monte Carlo simulations, with the error of our spectral method converging to zero more rapidly with increasing computational effort. We have also examined to what extent the continuity or discreteness of the potential modulations affects the transport properties of the motor particle. In one direction, the WPE computational approach is based from the start on a discretization of the state space of the random modulations, and we have found that with 21 states, the WPE method successfully computes the effective drift and diffusivity of the flashing ratchet model over a wide range of parameters, except in the white noise limit when the correlation time of the modulations is taken small while their amplitude is taken large. Presumably a larger number of states are needed for accurate representation by the WPE method in this regime. From another perspective, we considered how a relatively crude approximation of the continuous Ornstein–Uhlenbeck process for the potential modulations in terms of a 2-state (dichotomous) Markov chain with the same mean and correlation function affects the transport properties of the flashing ratchet. We found that the dichotomous and continuous models produced similar behavior for the motor particle over a broad range of parameters, except when either the correlation time or the amplitude of the noise is sufficiently large.

We finally mention some directions for future exploration and development of the method presented here. More general types of modulations, not necessarily described by Ornstein–Uhlenbeck processes, can be considered. The extension would be straightforward for modulations described by diffusion processes for which an appropriate orthonormal basis can be constructed using the eigenfunctions of the generator of the process (e.g. the Hermite polynomials for the Ornstein–Uhlenbeck process). We believe that our algorithm can also be extended to higher-dimensional problems and to systems of coupled SDEs/Fokker–Planck equations with the amplitudes of forcing terms modulated by a stochastic process. This would require the use of appropriate tensor products of Hermite polynomials and Fourier basis functions, together with appropriate preconditioning to reduce the computational cost. The rigorous numerical analysis of our algorithm, establishing convergence and analyzing its stability properties, is another natural next step.
Much of our methodology can be carried over in principle to flashing ratchet systems where the continuous-state stochastic process modulates the potential in a more general way than its amplitude, i.e., \( \phi = \phi(x, f) \). The primary change in the spectral algorithm developed in Section 3.2 is that the \( f \) dependence of \( \phi \) would need to be expanded with respect to the Hermite polynomials (or other basis appropriate to the generator of the continuous-state process \( F(t) \)), and this would introduce more coupling between spectral coefficients of the desired solutions. That is, the spectral method should enjoy comparable complexity to the results presented here for the amplitude-modulated flashing ratchet (1) provided \( \phi(x, f) \) can be well approximated by a low-order expansion with respect to Hermite polynomials (or other appropriate basis functions). For molecular motors models that include both discrete-state and continuous-state stochastic processes, one could contemplate a hybrid approach between the WPE algorithm and the spectral approach presented in Section 3.2. More precisely, we would advocate use of a spectral approach in handling the continuous-state stochastic processes modulating the molecular motor model, while the discrete-state components could be treated with the WPE method [21,22]. In particular, the spatial variable could be discretized in the WPE manner, respecting detailed balance in thermal equilibrium, while the non-equilibrium continuous stochastic driving components are handled spectrally. This is possible because the discretization of the spatial variable could be discretized in the WPE manner, respecting detailed balance in thermal equilibrium, while the non-equilibrium continuous stochastic driving components are handled spectrally. This is possible because the discretization of the spatial variable into Fourier modes in our spectral numerical method in Section 3.2 was done for methodological coherence (i.e., a spectral representation jointly in space and modulational noise), but this was neither necessary nor fundamental to our approach. Therefore, one could in principle combine a spectral representation for the continuous stochastic modulation with not only a WPE discretization of the spatial variable, but with more recent variations [39,43] which feature some technical improvements. Such integration of methods would require some care and thought, particularly since the spatial variable should presumably be discretized in one consistent manner, but the underlying unity of the homogenization and WPE frameworks shown in Section 4 indicates the likely intellectual coherence of such a hybrid approach.

We have, based on the considerations of Elston [16], focused our attention on the computation of the effective drift and diffusivity of Brownian motor models. In principle, trajectories of the Brownian motor could also be simulated through a spectral Karhunen–Loéve decomposition of the continuous stochastic modulation \( F(t) \) in path space rather than in terms of its probability density (measure) [44]. Such an approach would not be directly connected to the homogenization procedure discussed in Section 3, nor do we see any particular benefit to such a simulation procedure relative to more straightforward approaches. Our advocacy for the homogenization procedure presented in Section 3 is precisely for providing a flexible framework for the purpose of efficiently computing effective transport coefficients of Brownian motor models, which first of all can be smoothly connected with existing successful approaches such as the WPE method, and can moreover be flexibly discretized such as in the spectral manner described in Section 3.2 to more efficiently handle continuous-state stochastic modulation components.

**Appendix A. The spectral numerical method**

For simplicity in the presentation we choose \( \phi(x) \) to be \( \phi(x) = -\frac{\delta}{\sigma} \cos \omega_1 x \), with \( \omega_1 = 2\pi \), although more complex potentials may be considered. The spectral representation of \( \phi'(x) \) is then simply,

\[
\phi'(x) = \frac{1}{2\pi} (e^{i\omega_1 x} - e^{i\omega_{-1} x}).
\]

This leads to the following spectral representation of (23) in terms of the Fourier coefficients \( \{\pi_n^j\} \) from Eq. (25), with \( j = -\infty, \ldots, \infty \),

\[
\begin{align}
\frac{1}{2} \sigma_F \omega_j (\pi_n^{j+1} - \pi_n^{j-1}) - \theta \omega_1^2 \pi_n^0 &= 0, \\
L_n \pi_{n+1} + L_n \pi_n + L_n^+ \pi_{n-1} &= 0, \quad n = 1, 2, \ldots,
\end{align}
\]

(A.1a) where \( \pi_n \) is an infinite column vector of Fourier coefficients of \( \pi_n(x) \), and the matrix–vector products above are shorthand for the following operations on Fourier coefficients:

\[
\begin{align}
[L_n \pi_{n+1}]^j &= \sqrt{(n+1)} \sigma_F \frac{1}{2} \omega_j (\pi_{n+1}^{j-1} - \pi_{n+1}^{j+1}), \\
[L_n^+ \pi_{n-1}]^j &= \sqrt{n} \sigma_F \frac{1}{2} \omega_j (\pi_{n-1}^{j-1} - \pi_{n-1}^{j+1}), \\
[L_n \pi_n]^j &= (-\theta \omega_1^2 - n\pi^0) \pi_n^j.
\end{align}
\]

(A.2)

The normalization of the solution, \( \rho(x, f) \) implies furthermore,

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \rho(x, f) \, df \, dx = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \rho_F(f) \sum_{n=0}^{\infty} \pi_n(x) H_n(f) \, df \, dx.
\]
It can also be noticed from the $j = 0$ component of Eqs. (A.1b) that $\pi_n^0 = 0$, $n = 1, 2, \ldots$. We now approximate $\pi(x)$ by applying a Galerkin truncation to the infinite series at suitable finite values $N_s$ and $M_s$.

\[
\pi(x) \approx \sum_{n=0}^{N_s} \sum_{j=-M_s}^{M_s} \pi_n^j e^{ijx} H_n(f).
\]

By taking the values of $\pi_n^0$ as given above, the system of Eqs. (23) becomes then a finite system of $(2M_s) \times (N_s + 1)$ linear equations, which can be written as,

\[
\begin{align*}
Q_0^{-1} \pi_1 + Q_0^{+} \pi_0 &= 0, \quad (A.3a) \\
Q_1^{-} \pi_2 + Q_1 \pi_1 + Q_1^{+} \pi_0 &= B_0, \quad (A.3b) \\
& \vdots \\
Q_N \pi N_s + Q_N^{+} \pi_{N_s-1} &= 0.
\end{align*}
\]

The matrices $Q = \{Q_{s+j+s', j+s':+}, j,l = -M_s, \ldots, -1, 1, \ldots, M_s\}$ then take the form,

\[
\begin{align*}
[Q_0^{-}]_{j+s'+j+s, j+s'} &= \begin{cases} 
-\sigma_F \frac{1}{2} \omega_l & \text{if } j = l+1, l = -M_s, \ldots, -2, 1, \ldots, M_s-1, \\
\sigma_F \frac{1}{2} \omega_l & \text{if } j = l-1, l = -M_s+1, \ldots, -1, 2, \ldots, M_s, \\
0 & \text{otherwise},
\end{cases} \quad (A.4a) \\
[Q_0^{+}]_{j+s'+j+s, j+s'} &= \begin{cases} 
-\theta \omega_l^2 & \text{if } j = l, l = -M_s, \ldots, -1, 1, \ldots, M_s, \\
0 & \text{otherwise},
\end{cases} \quad (A.4b) \\
[B_0]_{j+s'+j+s, j+s'} &= \sigma_F \frac{1}{2} \omega_l \delta_{l,1} - \sigma_F \frac{1}{2} \omega_l \delta_{l,-1},
\end{align*}
\]

and for $n = 1, 2, \ldots, N_s$,

\[
\begin{align*}
[Q_n^{-}]_{j+s'+j+s, j+s'} &= \begin{cases} 
-\sigma_F \sqrt{n+1} \frac{1}{2} \omega_l & \text{if } j = l+1, l = -M_s, \ldots, -2, 1, \ldots, M_s-1, \\
\sigma_F \sqrt{n+1} \frac{1}{2} \omega_l & \text{if } j = l-1, l = -M_s+1, \ldots, -1, 2, \ldots, M_s, \\
0 & \text{otherwise},
\end{cases} \quad (A.4c) \\
[Q_n^{+}]_{j+s'+j+s, j+s'} &= \begin{cases} 
-\sigma_F \sqrt{n} \frac{1}{2} \omega_l & \text{if } j = l+1, l = -M_s, \ldots, -2, 1, \ldots, M_s-1, \\
\sigma_F \sqrt{n} \frac{1}{2} \omega_l & \text{if } j = l-1, l = -M_s+1, \ldots, -1, 2, \ldots, M_s, \\
0 & \text{otherwise},
\end{cases} \quad (A.4d) \\
[B_n]_{j+s'+j+s, j+s'} &= \sigma_F \frac{1}{2} \omega_l \delta_{l,1} - \sigma_F \frac{1}{2} \omega_l \delta_{l,-1}, \quad (A.4e)
\end{align*}
\]

This system is then solved recursively for $\pi_{N_s-1}, \ldots, \pi_2$ in the form

\[
\pi_n = S_n \pi_{n-1}, \quad n = N_s, \ldots, 1, \quad (A.5a)
\]

with

\[
S_n = Q_n^{-1} Q_n^{+}, \quad (A.5b)
\]

\[
S_n = -(Q_n + Q_n^{+} S_n^{-1})^{-1} Q_n^{+}, \quad n = N_s - 1, \ldots, 2. \quad (A.5c)
\]

This leaves us with the following set of equations:

\[
\begin{align*}
Q_0^{-1} \pi_1 + Q_0^{+} \pi_0 &= 0, \\
(Q^{-1} S_2 + Q_1) \pi_1 + Q_1^{+} \pi_0 &= B_0
\end{align*}
\]
which can be solved for $\pi_0$ and $\pi_1$. Then $\pi_n$, $n = 2, 3, \ldots,$ can then be recovered using Eq. (A.5). $U$ is then computed as follows. From (17),

\[
U = - \int_0^1 \int_0^\infty \phi'(x) f \rho(x, f) \, df \, dx
\]

\[
= - \int_0^1 \int_0^\infty \phi'(x) f \rho_f(f) \sum_{n=0}^\infty \pi_n(x) H_n(f) \, df \, dx
\]

\[
= - \sum_{n=0}^\infty \int_0^1 \phi'(x) \pi_n(x) \int_{-\infty}^\infty \rho_f(f) f H_n(f) \, df \, dx
\]

\[
= - \sum_{n=0}^\infty \int_0^1 \phi'(x) \pi_n(x) \sigma_F \delta_{1,n} \, dx
\]

\[
= -\sigma_F \int_0^1 \phi'(x) \pi_1(x) \, dx
\]

\[
= -\sigma_F \int_0^1 \frac{1}{2i} (e^{i\omega_1 x} - e^{i\omega_{-1} x}) \sum_j \pi_j^1 e^{i\omega_j x} \, dx
\]

\[
= -\sigma_F \left( \pi_1^1 - \pi_1^{-1} \right)
\]

\[
= \sigma_F \text{Im} \pi_1^1,
\]

(A.6)

since $\pi_n^{-1} = \pi_n^\dagger$, where $A^\dagger$ is the complex conjugate of $A \in \mathbb{C}$.

The solution to the cell problem (19) to compute $D$ is done similarly. We express $\chi(x, f)$ in its Hermite polynomial decomposition,

\[
\chi(x, f) = \sum_{n=0}^\infty \chi_n(x) H_n(f).
\]

Upon substitution of the above expression in (19) and using the orthogonality of $H_n$, we obtain the following set of equations,

\[
\phi'(x) \sigma_F \partial_t \chi_1 - \theta \partial_{xx} \chi_0 = U,
\]

(A.7a)

\[
\phi'(x) \sqrt{2} \sigma_F \partial_t \chi_2 - \theta \partial_{xx} \chi_1 + \tau^{-1} \chi_1 + \phi'(x) \sigma_F \partial_x \chi_0 = -\sigma_F \phi'.
\]

(A.7b)

\[
-(L^-)^n \chi_{n+1} - L^n \chi_n - (L^+)^{\dagger} n \chi_{n-1} = 0, \quad n = 2, 3, \ldots,
\]

(A.7c)

where the operators $L^-$, $L$, and $L^+$ are defined in Eq. (24), and $\dagger$ denotes the adjoint. By decomposing $\chi_n(x)$ in terms of its Fourier series,

\[
\chi_n(x) = \sum_{j=-\infty}^\infty \chi_n^j e^{i\omega_j x},
\]

the set of Eqs. (A.7) becomes the linear system, for $j = -\infty, \ldots, \infty$,

\[
\sigma_F \frac{1}{2} \left( (\omega^{-1})_1 x_{1}^{-j} - \omega_{j+1} x_{1}^{j+1} \right) + \theta \omega_j^2 x_0^j = -U \delta_{j,0},
\]

\[
\left[ (L^-)^n \chi_n + L^n \chi_n + (L^+)^{\dagger} n \chi_{n-1} \right]^j = \sigma_F \frac{1}{2i} \delta_{j,-1} - \sigma_F \frac{1}{2i} \delta_{j,1},
\]

\[
(L^-)^n \chi_{n+1} + L^n \chi_n + (L^+)^{\dagger} n \chi_{n-1} = 0, \quad n = 2, 3, \ldots,
\]

where $\chi_n$ denotes the sequence of Fourier coefficients of $\chi_n(x)$, and $L^-$, $L$, and $L^+$ are defined in Eq. (A.2). In order to solve this infinite set of equations, we apply a Galerkin truncation to the spectral decomposition of $\chi(x, f)$ at some appropriate values $M_i$ and $N_i$: 
\[ \chi(x, f) \approx \sum_{n=0}^{N_s} \sum_{j=-M_s}^{M_s} \chi_n^j e^{i\omega_j} H_n(f), \]

so we get the finite \((2M_s + 1)(N_s + 1)\) set of algebraic equations,

\[
\begin{align*}
(Q_0^\dagger)^\dagger \chi_1 + Q_0^\dagger \chi_0 &= B_0, \quad \text{(A.8a)} \\
(Q_1^-)^\dagger \chi_2 + Q_1^\dagger \chi_1 + (Q_1^\dagger)^\dagger \chi_0 &= B_1, \quad \text{(A.8b)} \\
(Q_n^\dagger)^\dagger \chi_{n+1} + Q_n^\dagger \chi_n + (Q_n^\dagger)^\dagger \chi_{n-1} &= 0, \quad n = 2, 3, \ldots, N_s, \quad \text{(A.8c)}
\end{align*}
\]

where the matrices \(Q_0^-, Q_n^+, \text{ and } Q_n^-\) were defined in (A.4), and

\[
\begin{align*}
[B_0]_{l+M_s+1} &= -U\delta_{l,0}, \\
[B_1]_{l+M_s+1} &= \sigma_F \frac{1}{2i} \delta_{l-1} - \sigma_F \frac{1}{2i} \delta_{l+1}.
\end{align*}
\]

The supermatrix implicitly defined by the left-hand side of this system does have a zero eigenvalue, with right eigenvector \((\delta_0, 0, \ldots, 0)^\dagger\) and left eigenvector \((\pi_0, \pi_1, \ldots, \pi_{N_s})\), all inherited from discretization of the operator \(\mathcal{L}\). Solvability of (A.8) follows from verifying that the supervector composed of the right-hand sides is indeed orthogonal to the null left eigenvector of the supermatrix, i.e.,

\[
\pi_0 \cdot B_0 + \pi_1 \cdot B_1 = 0
\]

as follows from the definitions of these vectors and the formula (A.6) for the effective velocity \(U\). A unique solution is obtained by imposing \(\chi_0^0 = 0\), the analogue of the constraint (20) for the continuous formulation.

The system of equations is then solved similarly as we did for \(\pi_n(x)\), beginning with writing:

\[
\begin{align*}
\chi_n &= Z_n \chi_{n-1}, \quad n = N_s, N_s - 1, \ldots, 2, \\
Z_{N_s} &= -(Q_{N_s}^+, Q_{N_s}^-)^\dagger, \\
Z_n &= -(Q_n^+, Q_{n}^- + Q_n^-)^{-1\dagger}, \quad n = N_s - 1, \ldots, 2.
\end{align*}
\]

From the equation for \(n = 1\), we can write;

\[
\chi_1 = B_1 + Z_1 \chi_0.
\]

where \(Z_1\) is defined by the same formula as for \(n \geq 2\) in Eq. (A.9c), and

\[
\tilde{B}_1 = (P_1^- Z_2 + P_1) B_1^{-1}
\]

Substituting this expression in the equation for \(n = 0\) yields

\[ Z_0 \chi_0 = \tilde{B}_0, \]

with

\[
Z_0 = P_0^- Z_1 + P_0,
\]

and

\[
\tilde{B}_0 = B_0 - P_0^- \tilde{B}_1.
\]

We handle the degeneracy of the matrix \(Z_0\) by imposing \(\chi_0^0 = 0\) and solving for the remaining components of \(\chi_0\). The solution is completed by computing \(\{\chi_n^1\}_{n=1}^{N_s}\) through Eqs. (A.10) and (A.9a).

From Eq. (21), a similar calculation to that in Eq. (A.6) yields

\[
D = \theta + i \frac{\sigma_F}{2} \sum_{n=0}^{N_s} \sum_{j=-M_s}^{M_s} \sqrt{n+1} \left[ \sum_{j=-M_s}^{M_s} \chi^{j}_{n+1} \pi^{j+1}_{n} - \chi^{j}_{n+1} \pi^{j-1}_{n} + \chi^{j}_{n} \pi^{j+1}_{n+1} - \chi^{j}_{n} \pi^{j-1}_{n+1} \right] + 4\pi \theta \sum_{n=0}^{N_s} \sum_{j=-M_s}^{M_s} j \chi^{j}_{n} \pi^{j}_{n}. \quad \text{(A.12)}
\]
Appendix B. Discrete-state approximation of the Ornstein–Uhlenbeck process

In our numerical experiments, we discretize the state space for the noise variable with \( N_F = 2\eta_F + 1 \) states, equally spaced with interval \( \Delta f \), and centered about 0: \( S^F_\epsilon = \{-n_F\Delta f, -(n_F - 1)\Delta f, \ldots, 0, \ldots, (n_F - 1)\Delta f, n_F\Delta f\} \). Equivalently, \( S^F_\epsilon = \{fn_\epsilon\}_{n=1}^{N_F} \) with \( fn = (n - n_F)\Delta f \). We will approximate (57) at the grid points \( fn \) by first approximating the derivative by a centered finite difference at the points \( f = fn + \Delta f/2 \) and \( f = fn - \Delta f/2 \),

\[
\frac{du_n(t)}{dt} \approx \frac{\sigma_F^2 e^{\beta V(fn)} [e^{-\beta V(f)} \partial_f u(f, t)]|_{f=fn+\Delta f/2} - [e^{-\beta V(f)} \partial_f u(f, t)]|_{f=fn-\Delta f/2}}{\Delta f},
\]

where,

\[
u_n(t) = u(fn, t)
\]
is just the point evaluation of the function \( u(f, t) \) at the grid point \( f = fn \). Next, we approximate the derivative at \( f = fn \pm \Delta f/2 \) once again by a centered difference this time around the grid points \( f = fn \pm \Delta f \) and \( f = fn \). The final approximation can be written as,

\[
\frac{du_n(t)}{dt} \approx Kn_{n+1}u_{n+1}(t) - (Kn_{n+1} + Kn_{n-1})u_n(t) + Kn_{n-1}u_{n-1}(t),
\]

with,

\[
Kn_{n+1} = \frac{\sigma_F^2}{\tau \Delta f^2} e^{-\beta(V(fn+\Delta f/2) - V(fn))},
Kn_{n-1} = \frac{\sigma_F^2}{\tau \Delta f^2} e^{-\beta(V(fn-\Delta f/2) - V(fn))}.
\]

The approximation of the backward-Kolmogorov equation can be expressed as,

\[
d u(t) = Lu(t),
\]

where the entries of the matrix \( L \) are given as

\[
[L]_{n,n'} = \begin{cases} 
Kn_{n+1} & \text{if } n' = n + 1, 1 \leq n, n' \leq N_F - 1, \\
Kn_{n-1} & \text{if } n' = n - 1, 2 \leq n, n' \leq N_F, \\
-Kn_{n+1} - Kn_{n-1} & \text{if } n' = n, 2 \leq n \leq N_F - 1, \\
-K_1 & \text{if } n' = n = 1, \\
-K_{N_F,N_F-1} & \text{if } n' = n = N_F, \\
0 & \text{otherwise}
\end{cases}
\]

which, for any choice of \( \Delta f > 0 \), defines a Markov jump process with space state defined by the grid points \( \{fn_\epsilon\}_{n=1}^{N_F} \) and jump rates between \( fn \) and \( fn \pm 1 \) given by \( Kn_{n=1} \). Moreover, it can be easily checked that the vector,

\[
[\pi]_n = e^{-\beta V(fn)},
\]
solves the equation,

\[
L^*\pi = 0,
\]

where \( L^* \) is the adjoint matrix of \( L \). This means that \( \pi \) is an invariant distribution of the Markov jump process and is consistent with the invariant distribution of the continuous process \( F(t) \). Moreover, it can also be shown that the Markov jump process satisfies the detailed balance condition with respect to this invariant measure, also consistently with the continuous process.

We must next truncate the infinite state space, and impose boundary conditions. Since the OU-process has a stationary Gaussian distribution \( \rho(f) \sim e^{-\beta f^2/2} \), we choose the last grid point \( fn_F \) to be such that,

\[
e^{-\beta fn_F^2/2} = \delta,
\]

where \( \delta \) is a small number. In practice we choose \( \delta = 10^{-14} \). The discrete-state, Markov jump approximation of the process \( F^\epsilon(t) \) has state space \( S^\epsilon_\epsilon = \{-n_F\Delta f, -(n_F - 1)\Delta f, \ldots, 0, \ldots, (n_F - 1)\Delta f, n_F\Delta f\} \) and transition rates given by (B.1).
References