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Abstract

The Ore conjecture, posed in 1951, states that every element of every finite non-abelian simple group is a commutator. Despite considerable effort, it remains open for various infinite families of simple groups. In this paper we develop new strategies, combining character theoretic methods with other ingredients, and use them to establish the conjecture.
1 Introduction

In 1951 Ore [40] conjectured that every element of every finite non-abelian simple group is a commutator. Much work on this conjecture has been done over the years. In the same paper, Ore established the conjecture for the alternating groups; in a series of papers, Thompson [44, 45, 46] established it for $\text{PSL}_n(q)$. Gow [22] proved that the conjecture holds for the symplectic groups $\text{PSp}_{2n}(q)$ if $q \equiv 1 \mod 4$, and in [23] proved that every semisimple element of a finite simple group of Lie type is a commutator. The conjecture was established for the sporadic groups in [37]. Bonten [3] proved the conjecture for exceptional groups of Lie type of rank at most 4. An important breakthrough was made by Ellers and Gordeev [12], who showed that the conjecture holds for groups of Lie type over a finite field $\mathbb{F}_q$, provided $q$ is not too small ($q \geq 8$ suffices).

Recently progress was made on probabilistic aspects of the conjecture. Shalev [41] proved that if $g$ is a random element of a finite simple group $G$, then the probability that $g$ is a commutator tends to 1 as $|G| \to \infty$. This implies that every element of a large finite simple group is a product of two commutators. In [19] it is shown that the commutator map on finite simple groups is almost measure-preserving, a result having applications to the product replacement algorithm [7].

In this paper we complete the proof of Ore’s conjecture.

**Theorem 1** If $G$ is a finite non-abelian simple group, then every element of $G$ is a commutator.

In fact we prove a little more for the classical groups, showing that in every quasisimple classical group $\text{SL}_n(q)$, $\text{SU}_n(q)$, $\text{Sp}_n(q)$, $\Omega^\pm_n(q)$, every element is a commutator (see Theorems 4.1, 5.1, 6.1 and Lemma 2.1). (Here, by a quasisimple group we mean a perfect group $G$ such that $G/Z(G)$ is simple.) However it is not true that every element of every quasisimple group is a commutator: the smallest counterexample is $3.A_6$, where no element of order 12 is a commutator; other examples appear in [2].

Let us now describe the strategy of our proof, which combines three main ingredients: character theory, induction on the dimension, and certain computer calculations. Unlike previous methods, this strategy works well when the underlying field is small (which we are able to assume by the results of [12] mentioned above). In fact, using generic character tables of various low rank groups of Lie type, our approach could be used to handle groups over arbitrary underlying finite fields.

One of the connections with character theory is based on the classical result of Frobenius [16] that an element $g$ of a finite group $G$ is a commutator if and only if $\sum_{\chi \in \text{Irr}(G)} \chi(g) / \chi(1) \neq 0$, where the sum is over the set $\text{Irr}(G)$ of irreducible characters of $G$. We use the character theory of
finite groups of Lie type to construct \textit{explicitly} irreducible characters of relatively small degrees, and to derive information on their character values. Roughly speaking, we show that if \( g \) is an element with a small centralizer, then \( |\chi(g)|/\chi(1) \) is small for \( \chi \neq 1 \), and the main contribution to the sum \( \sum_{\chi \in \text{Irr}(G)} \chi(g)/\chi(1) \) comes from the trivial character \( \chi = 1 \). This enables us to deduce that this sum is positive, so elements with small centralizers are commutators. We use some of the Deligne-Lusztig theory, and also the theory of dual pairs and Weil characters of classical groups. We expect that our explicit construction of irreducible characters of relatively small degrees will be useful in other applications: it is already used in [36].

For elements whose centralizers are not small, our strategy is to reduce to groups of Lie type of lower dimension and use induction. In our proof for symplectic or orthogonal groups, this is usually possible since such elements have a Jordan decomposition into several Jordan blocks, and hence lie in a corresponding direct product of smaller symplectic or orthogonal groups; if we can (inductively) express each block as a commutator in the smaller classical group, then clearly the original element is itself a commutator. However, various technical difficulties have to be overcome to make this idea work. For instance, some blocks may lie in a symplectic or orthogonal group which is not perfect, such as \( Sp_2(2), Sp_2(3), Sp_4(2), O^+_4(2) \), and so on; or in the orthogonal case they may have determinant \(-1\). This inductive approach is phrased in terms of “unbreakable” elements, introduced in Section 2.4.

For exceptional groups, we adopt a similar approach: again the aim is to show that elements with reasonably large centralizer lie in suitable semisimple subsystem subgroups so that induction can be applied. This is achieved using a large amount of technical information on conjugacy classes and centralizers in these groups.

For the unitary groups, the inductive strategy does not work well, mainly because the Jordan blocks can have many different determinants (for example for \( PSU_n(7) \) there are 8 possible values). We adopt a different approach, more in the spirit of Thompson’s method for \( PSL_n(q) \). Some of the ingredients are again character theoretic – but this time using characters to solve certain equations in unitary groups; and also computation to establish certain properties of unitary matrices in small dimensions.

Computation, performed using MAGMA [4], played a significant role in proving the theorem. Firstly, since the proofs are inductive, we need to establish various base cases. The conjecture is proved directly for a large number of such base cases by constructing the character table of the relevant group and using the character theoretic criterion for commutators discussed above. For various other groups which are too large to prove the entire conjecture by computation, such as symplectic groups of dimension at most 16 over \( \mathbb{F}_3 \), we explicitly construct certain elements with prescribed Jordan forms as commutators (see Lemma 4.14 for example). Secondly, our proof
of the conjecture for unitary groups is based on an ability to solve certain equations in such groups (see Section 6). For large dimensions the required properties are proved using character theory, but in small dimensions they do not always hold, and we use computation to establish precisely which unitary matrices have the properties; this information is fundamental to the proof. These are the most challenging computations, requiring careful organisation and various refinements to control the number of explicit equations to be solved. We emphasize that such calculations are effective: that the resulting matrices indeed enjoy these properties was verified directly in all cases. A rough estimate for the entire computation is about 150 weeks of CPU time, distributed over a number of machines.

The layout of the paper is as follows. In Section 2 we present some preliminary results, and in Section 3 computational methods are applied to provide the base for our inductive proofs. The symplectic, orthogonal, unitary and exceptional groups are then considered in turn.

Due to the length of this paper we shall discuss extensions of the Ore conjecture, as well as further applications of the method developed here, in a separate paper.

**Notation** The number of conjugacy classes of a finite group $G$ is denoted by $k(G)$. By a group of simply connected Lie type we mean the fixed points of a Frobenius morphism on a simple algebraic group of simply connected type. For example, the families $SL$, $SU$, $Sp$ and the spin groups are all of simply connected type. We use standard Lie theoretic notation for groups of Lie type. Moreover $A_n^\epsilon(q)$ ($\epsilon = \pm$) denotes $A_n(q)$ when $\epsilon = +$ and $2A_n(q)$ when $\epsilon = -$, with similar notation for other types with twisted analogues. For $D_4^\epsilon(q)$ we extend this to allow $\epsilon \in \{+,-,3\}$, so including $3D_4(q)$.

For a vector space $V$ over a field $\mathbb{F}$, $g \in GL(V)$ and $\lambda \in \overline{\mathbb{F}}$ (the algebraic closure of $\mathbb{F}$), we denote by $e(g,\lambda)$ the dimension of the kernel of $g - \lambda \cdot \text{Id}$ on $V \otimes_{\mathbb{F}} \overline{\mathbb{F}}$; further, $d(g) := e(g,1)$. The fixed point space of $g \in GL(V)$ is denoted by $C_V(g)$, and $\langle , \rangle$ is an inner product. Finally, $J_i$ always denotes an $i \times i$ unipotent Jordan block matrix.

## 2 Preliminaries

### 2.1 Previous results on Ore’s conjecture

Here we summarize some of the results on Ore’s conjecture mentioned in the introduction.

**Lemma 2.1** ([44, 45, 46]) *Every element of $SL_n(q)$ is a commutator, except when $(n,q) = (2,2), (2,3)$.*
Lemma 2.2 ([3]) The Ore conjecture holds for all of the simple groups $2B_2(q) (q > 2)$, $G_2(q) (q > 2)$, $^3G_2(q) (q > 3)$, $^3D_4(q)$, $F_4(q)$, $^{2}F_4(q)'$.

In [2], Blau proves that with a few specified exceptions, every central element of a finite quasisimple group is a commutator. Here is a particular instance of his result.

Lemma 2.3 ([2]) If $G$ is a quasisimple group of simply connected Lie type, then every element of $Z(G)$ is a commutator.

Combining this with the results of Ellers and Gordeev (see [12, Theorem 2] and the remarks following it), we have the following.

Lemma 2.4 Let $G$ be one of the following groups, of simply connected type:

- $B_n(q) (q \geq 7)$
- $C_n(q) (q \geq 4)$
- $D_n(q) (n \geq 4, q \geq 5)$
- $^2D_n(q) (n \geq 4, q \geq 7)$
- $^2A_n(q) (q \geq 8)$
- $E_6(q) (q \geq 7)$
- $^2E_6(q) (q \geq 8)$
- $E_7(q) (q \geq 5)$

Every element of $G$ is a commutator.

2.2 Some character theory

In our proofs we use some of the Deligne-Lusztig theory of irreducible characters of groups of Lie type, as expounded in [10]. Let $G = G(q)$ be a finite group of Lie type, of simply connected type in characteristic $p$. The irreducible characters of $G$ fall into Lusztig series $E(G,s)$, one for each conjugacy class representative $s$ in the dual group $G^*$ (which is of adjoint type). Moreover there is a bijection $\chi \rightarrow \psi$ from $E(G,s)$ to $E(C_{G^*}(s), 1)$, and the degree of $\chi$ is given by

$$\chi(1) = |G^*: C_{G^*}(s)|p^r \psi(1).$$

(1)

The characters in $E(G, 1)$ are the unipotent characters of $G$, and formulae for their degrees can be found in [6, 13.8-9].

Next we state for convenient reference the characterization of commutators mentioned in the introduction.
Lemma 2.5 If $G$ is a finite group and $g \in G$, then $g$ is a commutator if and only if
\[ \sum_{\chi \in \text{Irr}(G)} \frac{\chi(g)}{\chi(1)} \neq 0. \]

This lemma follows immediately from a well known result of Frobenius that the number of solutions $(x, y)$ to the equation $[x, y] = g$ in a finite group $G$ is equal to $|G| \sum_{\chi \in \text{Irr}(G)} \frac{\chi(g)}{\chi(1)}$ (see [16, p. 13]).

Finally, we prove an elementary result which helps bound the character sums in Lemma 2.5 in terms of the number of conjugacy classes $k(G)$ and centralizer order $|C_G(g)|$.

Lemma 2.6 Let $G$ be a finite group and let $g \in G$. The following hold:

(i) $\sum_{\chi \in \text{Irr}(G)} |\chi(g)| \leq k(G)^{1/2}|C_G(g)|^{1/2};$

(ii) If $\chi_1, \ldots, \chi_k \in \text{Irr}(G)$ are distinct characters of degree at least $N$, then $\sum_{i=1}^{k} |\chi_i(g)|/\chi_i(1) \leq (k|C_G(g)|)^{1/2}/N$. In particular,
\[ \sum_{\chi \in \text{Irr}(G), \chi(1) \geq N} \frac{|\chi(g)|}{\chi(1)} \leq \frac{k(G)^{1/2}|C_G(g)|^{1/2}}{N}. \]

Proof Part (i) follows from the fact that $\sum_{\chi \in \text{Irr}(G)} |\chi(g)|^2 = |C_G(g)|$, together with the Cauchy-Schwarz inequality. Part (ii) is proved in a similar manner. 

2.3 Conjugacy class numbers in classical groups

An important ingredient of our analysis is the following result of Fulman and Guralnick [17] that bounds the number $k(G)$ of conjugacy classes of finite classical groups $G$. Recall that $GO_n^r(q)$ denotes the full isometry group of some non-degenerate quadratic form on $F_q^n$.

Proposition 2.7 ([17])

(i) $k(SL_2(q)) \leq q + 4,$
$k(SL_3(q)) \leq q^2 + q + 8,$
$k(SL_n(q)) \leq q^n/(q - 1) + q^{n/2+1}$ if $n \geq 4.$

(ii) $k(SU_3(q)) \leq q^2 + q + 10,$
$k(SU_n(q)) \leq 11.5((q^n/(q + 1)) + ((q + 1)q^{n/2+1}/(q - 1))$ if $n \geq 4.$

(iii) $k(Sp_{2n}(q)) \leq 12q^n$ if $q$ is odd, and $k(Sp_{2n}(q) \leq 17q^n$ if $q$ is even.
Further, \( k(GO_{2n}^t(q)) \leq 29q^n \) if \( q \) is odd, and \( k(GO_{2n}^t(q)) \leq 17.5q^n \) if \( q \) is even. Further, \( k(SO_{2n+1}(q)) \leq 7.38q^n \) for \( q \) odd.

The bound in Proposition 2.7 for \( k(GO_{2n}^t(q)) \) is too crude for our purposes when \( n \) is small. We now state precise values for these numbers.

**Lemma 2.8** Assume \( q \) is odd.

\[
k(GO_{10}^t(q)) = \frac{1}{2} \left( q^5 + 7q^4 + 25q^3 + \left\{ \begin{array}{l} 68q^2 + 144q + 171 \\
70q^2 + 148q + 173 \end{array} \right\} \right);
\]

\[
k(GO_{12}^t(q)) = \frac{1}{2} \left( q^6 + 7q^5 + 25q^4 + \left\{ \begin{array}{l} 71q^3 + 172q^2 + 320q + 326 \\
69q^3 + 170q^2 + 316q + 324 \end{array} \right\} \right);
\]

\[
k(GO_{14}^t(q)) = \frac{1}{2} \left( q^7 + 7q^6 + 25q^5 + 70q^4 + \left\{ \begin{array}{l} 177q^3 + 385q^2 + 640q + 593 \\
179q^3 + 389q^2 + 646q + 595 \end{array} \right\} \right);
\]

in the formulae the first row is for \( \epsilon = + \) and the second row is for \( \epsilon = - \).

**Proof** By [50, p. 38], \( k(GO_{2n}^t(q)) - k(GO_{2n}^t(q)) \) is the coefficient of \( t^n \) in \( \prod_{i=1}^{\infty} (1 - t^{2i-1})/(1 - qt^{2i}) \), which is

\[
\begin{cases}
-q^2 - 2q - 1, & n = 5, \\
q^3 + q^2 + 2q + 1, & n = 6, \\
-q^3 - 2q^2 - 3q - 1, & n = 7.
\end{cases}
\]

Further, \( k(GO_{2n}^t(q)) + k(GO_{2n}^t(q)) \) is the coefficient of \( t^{2n} \) in \( \prod_{i=1}^{\infty} (1 + t^{2i-1})^4/(1 - qt^{2i}) \), which is

\[
\begin{cases}
q^5 + 7q^4 + 25q^3 + 69q^2 + 146q + 172, & n = 5, \\
q^6 + 7q^5 + 25q^4 + 70q^3 + 171q^2 + 318q + 325, & n = 6, \\
q^7 + 7q^6 + 25q^5 + 70q^4 + 178q^3 + 387q^2 + 643q + 594, & n = 7.
\end{cases}
\]

The statements follow. \[\blacksquare\]

### 2.4 Unbreakable elements

As sketched in the introduction, our proof of Ore’s conjecture for classical groups is inductive. We rephrase this inductive approach using the terminology of “unbreakable” elements, which we now define.

**Definition** Let \( G = Cl(V) = Sp(V), SU(V) \) or \( \Omega(V) \), where \( V \) is a finite-dimensional vector space over \( \mathbb{F}_q \) with a non-degenerate symplectic, unitary or quadratic form fixed by \( G \). An element \( x \) of \( G \) is breakable if there is a proper, nonzero, non-degenerate subspace \( W \) of \( V \) such that \( x = (x_1, x_2) \in Cl(W) \times Cl(W^\perp) \), and one of the following holds:

- \( \langle x_1 \rangle \not\subseteq \langle x_2 \rangle \) and \( \langle x_2 \rangle \not\subseteq \langle x_1 \rangle \)
(1) both factors $\text{Cl}(W)$ and $\text{Cl}(W^\perp)$ are perfect groups;
(2) $\text{Cl}(W)$ is perfect, and $x_2$ is a commutator in $\text{Cl}(W^\perp)$.

Otherwise, $x$ is unbreakable.

**Lemma 2.9** Let $G = \text{Cl}(V) = \text{Sp}(V)$, $\text{SU}(V)$ or $\Omega(V)$, and assume that $G$ is a perfect group. Suppose that whenever $W$ is a non-degenerate subspace of $V$ such that $\text{Cl}(W)$ is a perfect group, every unbreakable element of $\text{Cl}(W)$ is a commutator in $\text{Cl}(W)$. Then every element of $G$ is a commutator.

**Proof** The proof goes by induction on $\dim V$. The inductive hypothesis holds for all perfect subgroups of $G$ of the form $\text{Cl}(X)$ with $X$ a non-degenerate subspace of $V$.

If $x \in G$ is unbreakable, then it is a commutator by hypothesis. Otherwise $x$ is breakable, so $x = (x_1, x_2) \in \text{Cl}(W) \times \text{Cl}(W^\perp)$ satisfies (1) or (2) in the above definition. In either case, by induction $x_1, x_2$ are commutators in $\text{Cl}(W), \text{Cl}(W^\perp)$ respectively, and so $x$ is a commutator, as required.

To show that unbreakable elements are commutators, we apply character theory and Lemma 2.6 in particular. An important step is to show that unbreakable elements have rather small centralizers.

### 3 Some low rank cases

In this section we establish Ore’s conjecture for some groups of Lie type of small rank. These are base cases for our inductive proof of Ore’s conjecture in the following sections.

**Lemma 3.1** Every element of each of the following groups is a commutator:

(i) $\text{Sp}_{2n}(2)$ $(3 \leq n \leq 6)$;
(ii) $\text{Sp}_{2n}(3)$ $(2 \leq n \leq 5)$;
(iii) $SU_3(q)$ $(3 \leq q \leq 7)$, $SU_4(q)$ $(q \leq 7)$, $SU_5(q)$ $(q \leq 4)$ or $SU_6(q)$ $(q \leq 4)$, $SU_7(2)$;
(iv) $\Omega_n^+(2)$ $(8 \leq n \leq 12)$, $\Omega_n^+(3)$ $(7 \leq n \leq 11)$, $\Omega_7(5)$;
(v) simply connected $D_4(q)$ $(q \leq 4)$ or $^2D_4(q)$ $(q \leq 5)$;
(vi) $E_6(2)$ or simply connected $^2E_6(2)$.

**Proof** With two exceptions, we proved these results by applying Lemma 2.5 to the character table of the relevant group. Some of these character tables are available in the Character Table Library of GAP [18]; the remainder were constructed directly using the Magma implementation of the algorithm of Unger [49].
It was not possible, using available memory and time resources, to construct the character tables of either $Sp_{10}(3)$ or $\Omega_{11}(3)$. Instead, for each group, its conjugacy classes were computed using the algorithm of [5]; by constructing random commutators in the group and deciding their conjugacy classes, we exhibited a commutator in each conjugacy class, and so verified the conjecture directly.

Combining this with Lemmas 2.1 and 2.4, we obtain the following.

**Corollary 3.2** Every element of each of the following groups of simply connected Lie type is a commutator: $A_2^+(q)$, $A_3^+(q)$, $D_4^+(q)$ (excluding $A_2^-(2) = SU_3(2)$).

### 4 Symplectic groups

In this section we prove the following result, which implies Ore’s conjecture for the symplectic groups.

**Theorem 4.1** Every element of the symplectic group $Sp_{2n}(q)$ is a commutator, excluding $Sp_2(2), Sp_2(3)$ and $Sp_4(2)$.

By Lemma 2.4, the only cases requiring proof are $q = 2$ or $3$. For convenience we handle these separately.

#### 4.1 Proof of Theorem 4.1 for $q = 2$

This is mainly based on character theory, using Lemma 2.5. We use the following “gap” result for irreducible characters of symplectic groups in even characteristic, taken from [24, 6.2].

**Lemma 4.2** Let $G = Sp_{2n}(q)$ with $q$ even, $n \geq 4$. There is a collection $W$ of $q + 3$ irreducible characters of $G$, such that

1. $\chi(1) \geq \frac{(q^{n-1}-1)(q^{n-2}-q)}{2(q+1)}$ if $\chi \in W$, and
2. $\chi(1) \geq \frac{1}{2}(q^{2n}-1)(q^{n-1}-1)(q^{n-1}-q^2)/(q^4-1)$ for $1 \neq \chi \in \text{Irr}(G)\backslash W$.

### The proof of Theorem 4.1 when $q = 2$

Let $G = Sp_{2n}(2)$ with $n \geq 3$, and let $V = V_{2n}(2)$ be the natural module for $G$. For $x \in G$, define

$$E_1(x) = \sum_{\chi \in W} \frac{\chi(x)}{\chi(1)}, \quad E_2(x) = \sum_{1 \neq \chi \in \text{Irr}(G)\backslash W} \frac{\chi(x)}{\chi(1)},$$

(2)
where $\mathcal{W}$ is the set of characters in Lemma 4.2. Since

$$
\sum_{\chi \in \text{Irr}(G)} \frac{\chi(x)}{\chi(1)} = 1 + E_1(x) + E_2(x),
$$

Lemma 2.5 gives the following.

**Lemma 4.3** If $|E_1(x)| + |E_2(x)| < 1$, then $x$ is a commutator in $G$.

We now bound $E_1(x)$ and $E_2(x)$.

**Lemma 4.4** Suppose $n \geq 7$. If $|C_G(x)| < 2^{2n+15}$, then $|E_2(x)| < 0.6$.

**Proof** In the definition of $E_2(x)$ the sum is over at most $k(G)$ characters, each of which, by Lemma 4.2, has degree at least

$$
\frac{1}{30} (2^{2n} - 1)(2^{n-1} - 1)(2^{n-1} - 4).
$$

Lemma 2.6(ii) and Proposition 2.7(iii) imply that

$$
|E_2(x)| < \frac{30\sqrt{17} \cdot 2^{n/2} |C_G(x)|^{1/2}}{(2^{2n} - 1)(2^{n-1} - 1)(2^{n-1} - 4)}.
$$

This is less than 0.6 when $|C_G(x)| < 2^{2n+15}$ and $n \geq 7$. 

**Lemma 4.5** Suppose that $n \geq 7$ and $x \in G$ is such that $\dim C_V(x) \leq n$. Then $|E_1(x)| < 0.2$.

**Proof** This is based on a detailed analysis of the characters in $\mathcal{W}$, taken from [24, Section 3]. We have

$$
\mathcal{W} = \{ \zeta_1^n, \rho_1^n, \rho_2^n, \alpha_n, \beta_n \},
$$

with degrees as follows:

<table>
<thead>
<tr>
<th>$\chi$</th>
<th>$\zeta_1^n$</th>
<th>$\rho_1^n$</th>
<th>$\rho_2^n$</th>
<th>$\alpha_n$</th>
<th>$\beta_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi(1)$</td>
<td>$\frac{2^{2n-1}}{3}$</td>
<td>$\frac{2^{2n} + 1}{2^{n+1}2^{n-2}}$</td>
<td>$\frac{2^{2n} - 1}{2^{n+1}2^{n-2}}$</td>
<td>$\frac{2^{2n} - 1}{2^{n+1}2^{n-2}}$</td>
<td>$\frac{2^{2n} - 1}{2^{n+1}2^{n-2}}$</td>
</tr>
</tbody>
</table>

Moreover,

$$
\rho_1^n(x) + \rho_2^n(x) = |C_V(x)| - 2, \quad (3)
$$

and, via the embedding $G = Sp_{2n}(2) < SU_{2n}(2)$, taking $V := V_{2n}(4)$ to be the unitary space, we see that both $|\zeta_1^n(x)|$ and $|\alpha_n(x) + \beta_n(x)|$ are at most

$$
\frac{1}{3} (2^\dim C_V(x) + 2^\dim C_V(\omega x) + 2^\dim C_V(\omega^2 x)), \quad (4)
$$
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where $\omega \in F_4$ is a cube root of unity.

Now we estimate the contributions of the characters in $W$ to $E_1(x)$. Since $x \in G = Sp_{2n}(2)$ and $\dim C_V(x) \leq n$ by hypothesis, the dimensions of $C_V(x)$, $C_V(\omega x)$ and $C_V(\omega^2 x)$ are all at most $n$, and hence

$$|c_1^n(x)| \leq 2^n, \quad |\alpha_n(x) + \beta_n(x)| \leq 2^n.$$

Therefore

$$|\frac{\alpha_n(x)}{\alpha_n(1)} + \frac{\beta_n(x)}{\beta_n(1)}| \leq \frac{|\alpha_n(x) + \beta_n(x)|}{|\beta_n(1)|} \leq \frac{2^n \cdot 12}{(2^{n+1})(2^{n+2})}.$$

As $n \geq 7$ this gives

$$\left| \frac{\alpha_n(x)}{\alpha_n(1)} + \frac{\beta_n(x)}{\beta_n(1)} \right| < 0.1. \quad (5)$$

Similarly

$$\left| \frac{c_1^n(x)}{c_1^n(1)} \right| \leq \frac{2^n \cdot 3}{2^{2n} - 1} < 0.03. \quad (6)$$

Finally

$$\left| \frac{\rho_1^n(x)}{\rho_1^n(1)} + \frac{\rho_2^n(x)}{\rho_2^n(1)} \right| \leq \left| \frac{\rho_1^n(x) + \rho_2^n(x)}{\rho_2^n(1)} \right| + \frac{\rho_2^n(1) - \rho_1^n(1)}{\rho_2^n(1)},$$

and since $\rho_1^n(x) + \rho_2^n(x) = |C_V(x)| - 2 \leq 2^n - 2$, and $n \geq 7$, this yields

$$\left| \frac{\rho_1^n(x)}{\rho_1^n(1)} + \frac{\rho_2^n(x)}{\rho_2^n(1)} \right| < 0.04. \quad (7)$$

The conclusion now follows from (5), (6) and (7).

Recall the definition of an unbreakable element of $G$ given in Section 2.4.

**Lemma 4.6** Assume $n \geq 4$. Let $x \in Sp(V) = Sp_{2n}(2)$, and suppose one of the following holds:

(i) $x$ fixes a non-degenerate subspace $W$ of $V$ with $6 \leq \dim W \leq n$;

(ii) $C_V(x)$ contains a nonzero non-degenerate subspace.

Then $x$ is breakable.

**Proof** If (i) holds then $x \in Sp(W) \times Sp(W^\perp)$, and both factors are perfect since $W$ and $W^\perp$ have dimension at least 6. In case (ii), let $W$ be a non-degenerate 2-space in $C_V(x)$. Then $x = (1_W, x_2) \in Sp(W) \times Sp(W^\perp)$. Obviously $1_W$ is a commutator in $Sp(W)$, and $Sp(W^\perp)$ is perfect as $\dim W^\perp \geq 6$. Hence $x$ is breakable in either case.

Lemma 2.9 shows that it suffices to prove that every unbreakable element of $G$ is a commutator. The following is a key step towards this goal.
Lemma 4.7 Assume \( n \geq 7 \), and let \( x \) be an unbreakable element of \( G = Sp(V) = Sp_{2n}(2) \). Then \( |C_G(x)| < 2^{2n+15} \).

Proof Since \( x \) is unbreakable, by Lemma 4.6 every non-degenerate subspace of \( V \) fixed by \( x \) has dimension either at most 4, or at least \( 2n - 4 \); and \( C_V(x) \) is totally singular.

First assume that \( x \) is unipotent, and let \( x = (J^m_i) \) be the Jordan form of \( x \), where \( J^m_i \) denotes a unipotent Jordan block of dimension \( i \). By [25, p. 172], any minimal non-degenerate \( \langle x \rangle \)-submodule of \( V \) is either a single Jordan block, or a sum of two Jordan blocks of equal size. By the first paragraph, the following hold:

(a) \( m_1 = 0 \);
(b) if \( m_i = 1 \), then \( i \) is even, and either \( i \geq 2n - 4 \) or \( i \leq 4 \);
(c) if \( m_i \geq 2 \), then either \( i \leq 2 \), or \( i \geq n - 2 \).

It follows that the possible Jordan forms for \( x \) are

\((J^2_{n-2}, J^2_4), (J^2_{n-1}, J_2), (J^2_n), (J^2_{2n-4}, J_4 \text{ or } J^2_2), (J^2_{2n-2}, J_2), J_{2n}.\)

We refer to [50, p. 60] (see also [30]) for the structure of \( C_G(x) \). From this we see that

\[ |C_G(x)| \leq 2^{k+f} \prod |Sp_{m_i-\delta_i}(2)|, \tag{8} \]

where \( k \) is the number of “big component sets”, \( \delta_i = 0 \) if \( m_i \) is even and is 1 if \( m_i \) is odd, and

\[ f = \sum m_i m_j + \frac{1}{2} \sum (i - 1)m_i^2 + \frac{1}{2} \sum m_i. \]

From the definition, \( k \) is certainly no more than the total number of Jordan blocks, so it is clear that the largest centralizer occurs for \( x = (J^2_{n-2}, J^2_2) \). For this class, (8) gives

\[ |C_G(x)| < 2^{2n+15}, \]

as in conclusion (i). This completes the proof when \( x \) is unipotent.

The general case is similar. Write \( x = su \), where \( s \neq 1 \) is the semisimple part of \( x \) and \( u \) is the unipotent part. Then

\[ C_G(s) = Sp_{2r}(2) \times \prod GL_{a_i}(2^{b_i}), \]

where each \( \epsilon_i = \pm 1 \), \( 2r = \text{dim} C_V(s) \), and \( r + \sum a_i b_i = n \); and \( C_G(x) = C_{C_G(s)}(u) \). By the first paragraph of the proof, each of the quantities \( r, a_i b_i \) is either at most 2, or at least \( n - 2 \); and not all of them are at most 2. Hence either \( 2r \geq 2n - 4 \), or there exists \( i \) with \( 2a_i b_i \geq 2n - 4 \). In the former case, we apply the above analysis to the unipotent element \( u \) acting on the non-degenerate \( 2r \)-dimensional space \( C_V(s) \) to deduce that \( |C_G(x)| < \)
$2^{2n+15}$, giving the conclusion (i). In the latter case, write $a = a_i$, $b = b_i$, so $2ab \geq 2n - 4$ and in its action on the appropriate non-degenerate $2ab$-subspace, $u$ gives a unipotent element $u_0$ of $GL_n(2^b)$. Each Jordan block $J_k$ of $u_0$ gives an $x$-invariant non-degenerate $2bk$-subspace of $V$, so it follows that the Jordan decomposition of $u_0$ is one of 

$\binom{(J_{a-2}, J_2) \text{ or } (J_{a-1}, J_1)}{(J_{a-1}, J_1)}$. 

The size of the centralizer of $u$ in $C_G(s)$ is given by [50, p. 34]. The centralizer of maximal size occurs when $b = 1$, $\epsilon = -$, $a = n$ and $u = u_0 = (J_{n-2}, J_1)$. In this case

$|C_G(x)| = |C_{GU_n}(2)(u)| < 2^{2n+4}$. 

Conclusion (i) follows. This completes the proof.

Lemma 4.8 For $n \geq 3$, every unbreakable element of $Sp_{2n}(2)$ is a commutator.

Proof Let $G = Sp(V) = Sp_{2n}(2)$ with $n \geq 3$, and let $x \in G$ be unbreakable. If $3 \leq n \leq 6$ then $x$ is a commutator by Lemma 3.1(i). Now assume that $n \geq 7$.

As $x$ is unbreakable, $\dim C_V(x) \leq n$ by 4.6, and $|C_G(x)| < 2^{2n+15}$ by Lemma 4.7. It follows from Lemma 4.4 that $|E_2(x)| < 0.6$, and from Lemma 4.5 that $|E_1(x)| < 0.2$. Lemma 4.3 implies that $x$ is a commutator, as required.

Lemmas 4.8 and 2.9 now imply that every element of $G$ is a commutator, completing the proof of Theorem 4.1 for $q = 2$.

4.2 Proof of Theorem 4.1 for $q = 3$

As before, we start with a “gap” result for characters, this time for symplectic groups in odd characteristic, taken from [47, 5.2].

Lemma 4.9 Let $G = Sp_{2n}(q)$ with $q$ odd, $n \geq 2$. Then $G$ has a collection $\mathcal{W}$ of 4 irreducible characters of degree $\frac{1}{2}(q^n \pm 1)$, such that $\chi(1) \geq (q^n - 1)(q^n - q)/2(q + 1)$ for $1 \neq \chi \in Irr(G) \setminus \mathcal{W}$.

We require more detailed information about character degrees and conjugacy class numbers of $Sp_{20}(3)$.

Lemma 4.10 Let $G = Sp_{20}(3)$.

(i) $G$ has a collection $\mathcal{X}$ of 4 irreducible characters such that if $\chi \in Irr(G) \setminus (1 \cup \mathcal{W} \cup \mathcal{X})$, then $\chi(1) > 3^{10}/2$. The degrees of the characters in $\mathcal{X}$ are $3(3^3 - \epsilon)(3^10 - \epsilon)/8$ ($\epsilon = \pm 1$) and $(3^{20} - 1)/8$.

(ii) $k(G) = 602929$. 
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Proof  (i) This goes a little beyond [47, Theorem 5.2], and is proved by the same method, using some of the Deligne-Lusztig theory described in Section 2.2. Here $G = Sp_{20}(3)$ and the dual group is $G^* = SO_{21}(3)$. Formulae for the degrees of the unipotent characters of $G$ can be found in the proof of [47, 5.1]; following that proof, we find that there are just two unipotent characters of degree at most $3^{19}/2$, and these have degree $3(3^9 - \epsilon)(3^{10} - \epsilon)/8$ with $\epsilon = \pm 1$.

For the non-unipotent characters of degree at most $3^{19}/2$, by (1) these must occur in Lusztig series $E(G, s)$ with $|G^* : C_{G^*}(s)|^{\frac{3}{2}} \leq 3^{19}/2$, and it follows that $C_{G^*}(s)$ must be $SO_{20}^{\pm}(3)$ or $(SO_{19}(3) \times SO_{2}^-(3)).2$; moreover the corresponding unipotent character of $C_{G^*}(s)$ must be a linear character. The first possibility for $C_{G^*}(s)$ gives the characters in $W$, and the second gives two further characters of degree $(3^{20} - 1)/8$.

(ii) The number of conjugacy classes of $G$ is given by [50, p. 36]: it is the coefficient of $t^{20}$ in the infinite product $\prod_{l=1}^{\infty}(1 + t^{2l})^{4/(1 - 3^{2l})}$.

We need the following result about the values of the characters in $W$.

Lemma 4.11 Let $G = Sp_{2n}(q)$ with $n \geq 3$ and $q$ odd. Let $x \in G$ with $|C_G(x)| \leq q^e$. If $\chi \in W$ then $|\chi(x)| \leq q^{\sqrt{e}/2}$.

Proof We know (see for example [31, p. 79]) that for $\chi \in W$ there are complex numbers $a, b$ of modulus 1 such that

$$\chi(x) = \frac{1}{2}(a \cdot |C_V(x)|^{1/2} + b \cdot |C_V(-x)|^{1/2}),$$

where $V = V_{2n}(q)$ is the natural module.

Consider first the case where $x$ is unipotent. Let the Jordan form of $x$ be $(J_i^{n_i})$. By [50, p. 34],

$$|C_G(x)| = q^k \prod_{i \text{ odd}} Sp_{n_i}(q) \prod_{i \text{ even}} q^{n_i/2} O_{n_i}(q),$$

where $k = \sum_{i < j} in_i n_j + \sum_i (i - 1)n_i^2/2$. Since $|Sp_{n_i}(q)| > \frac{1}{2}q^{n_i(n_i+1)/2}$ and $|O_{n_i}(q)| > \frac{1}{2}q^{n_i(n_i-1)/2}$, it follows that

$$|C_G(x)| > q^{f/2} \cdot 2^{-g},$$

where $g = |\{i : n_i \neq 0\}|$ and

$$f = 2\sum_{i < j} in_i n_j + \sum_i in_i^2 + \sum_{i \text{ odd}} n_i.$$
Let \( l = \text{dim} \, C_V(x) \). Then \( l = \sum_i n_i \), so

\[
f = (\sum n_i)^2 + \sum (i-1)n_i^2 + 2 \sum (i-1)n_in_j + \sum_i n_i \geq l^2 + l.
\]

Also \( g \leq l/2 \) (recall that \( n \geq 3 \) by hypothesis). Hence (10) implies that

\[
|C_G(x)| > q^{l^2/2}.
\]

By hypothesis, \( |C_G(x)| \leq q^n \) and so \( l < \sqrt{2q} \); hence from (9), \( |\chi(x)| \leq \frac{1}{2} q^{l^2/2} < \frac{1}{2} q^{\sqrt{e}/2} \) for \( \chi \in \mathcal{W} \), as required. This completes the proof where \( x \) is unipotent.

Now consider the general case, \( x = su \) with \( s,u \) the semisimple and unipotent parts of \( x \). For \( \epsilon = \pm \) let \( V_\epsilon = C_V(\epsilon s) \), and set \( l_\epsilon = \text{dim} \, V_\epsilon \). Then \( C_G(s) \) contains \( Sp(V_+) \times Sp(V_-) \), and we see as above that

\[
|C_{Sp(V_\epsilon)}(u)| > q^{l^2/2}.
\]

Hence \( e \geq \frac{1}{2}(l_+^2 + l_-^2) \) (where \( |C_G(x)| \leq q^n \)), and so it follows from (10) that for \( \chi \in \mathcal{W} \),

\[
|\chi(x)| \leq \frac{1}{2} (q^{l^2/2} + q^{l_-^2/2}) \leq q^{\sqrt{e}/2}.
\]

This completes the proof.

\[\blacksquare\]

The proof of Theorem 4.1 for \( q = 3 \)

Let \( G = Sp_{2n}(3) \) with \( n \geq 2 \), let \( x \in G \), and define \( E_1(x) \), \( E_2(x) \) as in (2) (where \( \mathcal{W} \) is as in 4.9).

**Lemma 4.12** If \( n \geq 3 \) and \( |C_G(x)| < 3^{3n-8} \) then \( |E_2(x)| < 1/2 \).

**Proof** Now \( E_2(x) \) is a sum over at most \( k(G) \) characters, each of which, by Lemma 4.9, has degree at least \((3^n - 1)(3^n - 3)/8\). Moreover \( k(G) \leq 12 \cdot 3^n \) by Proposition 2.7(iii). Hence Lemma 2.6 yields

\[
|E_2(x)| < \frac{8 \sqrt{12} \cdot 3^n/2 |C_G(x)|^{1/2}}{(3^n - 1)(3^n - 3)}.
\]

This is less than 1/2 when \( |C_G(x)| < \frac{1}{3072} (3^n - 1)^2(3^n - 3)^2/3^n \), which holds if \( |C_G(x)| < 3^{3n-8} \).

\[\blacksquare\]

**Lemma 4.13** If \( n \geq 4 \) and \( |C_G(x)| < 3^{3n-8} \) then \( |E_1(x)| < 1/2 \).
Proof Suppose $|C_G(x)| < 3^{3n-8}$. Lemma 4.11 implies that $|\chi(x)| \leq 3\sqrt{(3n-8)/2}$ for $\chi \in W$, so

$$|E_1(x)| < \frac{8 \cdot 3\sqrt{(3n-8)/2}}{3^n - 1},$$

and this is less than $1/2$ if $n \geq 4$.

We need the following technical result concerning various elements in symplectic groups of low dimension over $\mathbb{F}_3$. In the statements, $J_i$ denotes an $i \times i$ unipotent Jordan block matrix.

**Lemma 4.14** (i) For even $n \leq 12$, the elements of $G$ with Jordan form $\pm (J_{n-1}^2, J_2)$ are commutators.

(ii) For even $n \leq 8$, the elements of $G$ with Jordan form $\pm (J_{n-1}^2, -J_2)$ are commutators.

(iii) For $n = 7$, the elements of $G$ with Jordan form $\pm (J_7^2)$ are commutators.

**Proof** (i) For $n \leq 8$ we proved this by computational methods, as follows. For each of the two Jordan forms, there are precisely two conjugacy classes of elements in $Sp_{2n}(3)$ having this form, and these can be distinguished using the criterion of Wall [50, p. 36]. We proved the result by explicit computation using MAGMA: for each Jordan form, by random search in the corresponding group $Sp_{2n}(3)$, we constructed explicit commutators having this form until we found two that were not conjugate.

For $n \geq 10$ the group $Sp_{2n}(3)$ is too large to be handled by random search, and a theoretical argument is required. Let $x = \pm(J_{n-1}^2, J_2)$. From [50, p. 36],

$$|C_G(x)| = 3^{2n+1} \cdot |Sp_2(3)| \cdot |O_1(3)| = 3^{2n+1} \cdot 48.$$

Suppose $n = 12$. As in the proof of Lemma 4.13 we have $|E_1(x)| < \frac{1}{2}$. Also, as in the proof of Lemma 4.12,

$$|E_2(x)| < \frac{8\sqrt{12} \cdot 3^6 |C_G(x)|^{1/2}}{(3^{12} - 1)(3^{12} - 3)} \leq \frac{8\sqrt{12} \cdot 3^6 \cdot 3^{25/2} \cdot \sqrt{48}}{(3^{12} - 1)(3^{12} - 3)} < \frac{1}{2},$$

and hence $x$ is a commutator.

Now suppose $n = 10$, so that $G = Sp_{20}(3)$. For this case we need a rather more detailed argument using Lemma 4.10. First, $|C_G(x)| = 3^{31} \cdot 48 < 3^{25}$, so as in Lemma 4.13,

$$|E_1(x)| < \frac{8 \cdot 3\sqrt{25/2}}{3^{10} - 1} < 0.011. \tag{11}$$
Next, by Lemma 4.10, \( \text{Irr}(G) = \{1\} \cup \mathcal{W} \cup \mathcal{X} \cup \mathcal{Y} \), where \( \mathcal{X} \) consists of 4 characters of degree at least \( 3(3^9 - 1)(3^{10} - 1)/8 = 435818526 \), and the characters in \( \mathcal{Y} \) have degree at least \( 3^{10}/2 \). Moreover \( k(G) = 602929 \) and \( |C_G(x)| = 3^{21} \cdot 48 \). Hence

\[
E_2(x) < 4|C_G(x)|^{1/2} + 2(k(G)|C_G(x)|)^{1/2} = (3^{21} \cdot 48)^{1/2} \left( \frac{4}{435818526} + \frac{2\sqrt{602929}}{3^{10}} \right) < 0.954.
\]

The conclusion follows from (11) and (12).

(ii) For \( n \leq 6 \) we prove this computationally by random search as in part (i), so assume \( n = 8 \). Let \( x = \pm (J_7^2, -J_2) \in G \). By [50, p. 36],

\[
|C_G(x)| = |C_{Sp_{14}(3)}(J_7^2)| \cdot |C_{Sp_2(3)}(J_2)| = 3^{14} \cdot 16.
\]

As usual \( |E_1(x)| \) is small, and

\[
|E_2(x)| < \frac{8\sqrt{12} \cdot 3^4 |C_G(x)|^{1/2}}{(3^8 - 1)(3^8 - 3)} < \frac{1}{2},
\]

giving the conclusion.

(iii) Let \( G = Sp_{14}(3) \). As in the proof of Lemma 4.10(ii) we see that \( k(G) = 19952 \). Let \( x = \pm (J_7^2) \in G \). By [50, p. 36], \( |C_G(x)| = 3^{12} \cdot |Sp_2(3)| < 3^{15} \), so

\[
|E_2(x)| < \frac{8(k(G)|C_G(x)|)^{1/2}}{(3^7 - 1)(3^7 - 3)} < 0.85.
\]

Also, as in the proof of Lemma 4.13,

\[
|E_1(x)| < \frac{8 \cdot 3^{\sqrt{15}/2}}{3^7 - 1} < 0.1.
\]

The result follows.

Now we consider unbreakable elements of \( G \) (defined in Section 2.4).

**Lemma 4.15** Assume \( n \geq 3 \). Let \( x \in Sp(V) = Sp_{2n}(3) \), and suppose one of the following holds:

(i) \( x \) fixes a non-degenerate subspace \( W \) of \( V \) with \( 4 \leq \dim W \leq n \);

(ii) \( C_V(\epsilon x) \) contains a nonzero non-degenerate subspace for \( \epsilon \in \{+, -\} \).

Then \( x \) is breakable.

**Proof** If (i) holds this is clear. In case (ii), let \( W \) be a non-degenerate 2-space in \( C_V(\epsilon x) \). Then \( x = (\pm 1_W, x_2) \in Sp(W) \times Sp(W^\perp) \). Since \(-1_W\) is a commutator in \( Sp(W) \cong Sp_2(3) \), and \( Sp(W^\perp) \) is perfect as \( \dim W^\perp \geq 4 \), \( x \) is breakable.
Lemma 4.16 Let $G = Sp(V) = Sp_{2n}(3)$ with $n \geq 6$, and let $x$ be an unbreakable element of $G$. One of the following holds:

(i) $|C_G(x)| < 3^{3n-8}$;

(ii) $x$ is a commutator in $G$.

Proof The proof is similar to that of Lemma 4.7. Assume first that $x$ or $-x$ is unipotent, with Jordan form $(J^m_n)$. Since $x$ is unbreakable, and an even block $J_{2i}$ fixes a non-degenerate subspace, the possibilities for this Jordan form are

$$J_{2n}, (J_{2n-2}, J_2), (J^2_n) \text{ (n odd)}, (J^2_{n-1}, J_2) \text{ (n even)}.$$  

We summarise the order of $C_G(x)$ given in [50, p. 36]:

| $\pm x$ | $|C_G(x)|$ |
|--------|----------|
| $J_{2n}$ | $3^n \cdot 2$ |
| $(J_{2n-2}, J_2)$ | $3^{n+2} \cdot 4$ |
| $(J^2_n)$ | $3^{2n-2} \cdot 24$ |
| $(J^2_{n-1}, J_2)$ | $3^{2n+1} \cdot 48$ |

For the first two cases, $|C_G(x)| < 3^{3n-8}$ (recall that $n \geq 6$ by hypothesis), giving (i). In the third case, (i) holds if $n \geq 9$; since $n$ is odd, we may assume that $n = 7$. Then $x$ is a commutator by Lemma 4.14(iii), so (ii) holds. Finally, in the last case $\pm x = (J^2_{n-1}, J_2) \text{ (n even)}$, (i) holds if $n \geq 13$, so we may take $n \leq 12$, and $x$ is a commutator by Lemma 4.14(i). This proves the result when $\pm x$ is unipotent.

Now assume that $\pm x$ is not unipotent. Then $x = su$, where $s, u$ are the semisimple and unipotent parts, and $s \neq \pm 1$. We have

$$C_G(s) = Sp_{2a}(3) \times Sp_{2b}(3) \times \prod GL^c_i(3^{d_i}),$$

where $2a, 2b$ are the dimensions of the $1$- and $-1$-eigenspaces of $s$, and $a + b + \sum c_i d_i = n$. As $x$ fixes all the eigenspaces of $s$ and is unbreakable, one of the following must hold:

(1) $2a$ or $2b$ is equal to $2n - 2$;

(2) $2c_i d_i \geq 2n - 2$ for some $i$.

In case (1), $C_G(s) = Sp_{2n-2}(3) \times Sp_2(3)$. Write $u = u_1 u_2$, where $u_1, u_2$ are the projections of $u$ into the factors of $C_G(s)$. As $x$ is unbreakable, we must have $u_2 = J_2$ and $u_1 = J_{2n-2}$ or $(J^2_{n-1}) \text{ (n even)}$. When $u_2 = J_{2n-2}$, we have $|C_G(x)| = 3^n \cdot 4$, so conclusion (i) holds. When $u_2 = (J_{n-1})^2$, we have $|C_G(x)| = 3^{2n-2} \cdot 48$. Hence (i) holds if $n > 8$, and if $n \leq 8$ then (ii) holds, by Lemma 4.14(ii).

In case (2), either $C_G(s) = GL^c_i(3^d)$ with $cd = n$, $d \geq 2$, or $C_G(s) = Sp_2(3) \times GL^c_i(3^d)$ with $cd = n - 1$, $d \geq 2$. Since each Jordan block $J_k$ of
u in the $GL_\epsilon(3^d)$ factor corresponds to a non-degenerate $2kd$-space fixed by $x$, the projection of $u$ in this factor must be a single Jordan block $J_c$. Hence when $cd = n$ we have $|C_G(x)| = 3^{d(c-1)}(3^d - \epsilon)$, so (i) holds. When $cd = n - 1$ we have $|C_G(x)| = 6 \cdot 3^{d(c-1)}(3^d - \epsilon)$, and again (i) holds.

**Lemma 4.17** For $n \geq 2$, every unbreakable element of $Sp_{2n}(3)$ is a commutator.

**Proof** Let $G = Sp(V) = Sp_{2n}(3)$ with $n \geq 2$, and let $x \in G$ be unbreakable. If $n \leq 5$ then $x$ is a commutator by Corollary 3.2. If $n \geq 6$, then we may assume that $|C_G(x)| < 3^{3n-8}$ by Lemma 4.16, and hence $x$ is a commutator by Lemmas 4.12 and 4.13.

Lemmas 4.17 and 2.9 imply that every element of $G$ is a commutator, completing the proof of Theorem 4.1 for $q = 3$.

## 5 Orthogonal groups

In this section we prove the following result, which implies Ore’s conjecture for the orthogonal groups.

**Theorem 5.1** Let $G$ be one of the orthogonal groups $\Omega_{2n+1}(q)$ ($n \geq 1$, $q$ odd) or $\Omega_{2n}^\pm(q)$ ($n \geq 2$), excluding the groups $\Omega_3(3), \Omega_4^+(2), \Omega_4^+(3)$. Then every element of $G$ is a commutator.

Lemma 2.4 implies that we may assume that $q < 7$, and that $q < 5$ if $G = \Omega_{2n}^+(q)$. Further, by Lemma 3.1(iv), writing $G = \Omega(V)$, we may assume that dim $V \geq 14$ if $q = 2$, dim $V \geq 12$ if $q = 3$, and dim $V \geq 10$ if $q = 4, 5$.

Our proof of Theorem 5.1 follows the same conceptual lines as the proof for symplectic groups, but requires a great deal more effort. In particular, we first prove some new character theoretic results for orthogonal groups in Section 5.1. We next establish some centralizer bounds in Section 5.2, and finally prove the theorem in Section 5.3.

### 5.1 Character theory of orthogonal groups

The main results of this section are Corollary 5.8 and Propositions 5.12 and 5.14, which identify values of irreducible characters of small degree for orthogonal groups. Their proof requires some substantial results and methods in the character theory of orthogonal groups, in particular the use of dual pairs and Weil characters in Proposition 5.7.

First we collect some results from [38] on complex irreducible characters of relatively small degrees for orthogonal groups.
Proposition 5.2 ([38]) Let $G := \text{Spin}_{2n+1}(q)$ with $n \geq 5$ and $q$ an odd prime power. Assume $\chi \in \text{Irr}(G)$ and $1 < \chi(1) \leq q^{4n-8}$. Then $\chi$ is one of $q + 4$ characters, of the following degrees:

(i) $(q^{2n} - 1)/(q^2 - 1)$ (1 character),
(ii) $q(q^{2n} - 1)/(q^2 - 1)$ (1 character),
(iii) $(q^n + \alpha_1)(q^n + \alpha_2 q)/2(q + \alpha_1 \alpha_2)$ (4 characters, where each of $\alpha_1, \alpha_2$ is $\pm 1$),
(iv) $(q^{2n} - 1)/(q - \alpha)$ (1 character),

$\chi$ has at most $22$ irreducible characters of degree at most $q^{4} \cdot 3^{15}$.

(B) Assume that $n = 5$, and $1 < \chi(1) \leq q^{10}$ if $\epsilon = +$, and $1 < \chi(1) < (q - 1)(q^2 + 1)(q^3 + 1)(q^4 + 1)$ if $\epsilon = -$. Then $\chi$ is one of the $q + 4$ characters listed in (A)(i)–(iv).

Proposition 5.3 ([38]) Let $G := \text{Spin}_{2n}(q)$ with $n \geq 5$ and $q$ an odd prime power, and let $\chi \in \text{Irr}(G)$.

(A) Assume that $n \geq 6$ and $1 < \chi(1) \leq q^{4n-10}$. Then $\chi$ is one of $q + 4$ characters, of the following degrees:

(i) $(q^n - \epsilon)(q^{n-1} + \epsilon q)/(q^2 - 1)$ (1 character),
(ii) $(q^{2n} - q^2)/(q^2 - 1)$ (1 character),
(iii) $(q^n - \epsilon)(q^{n-1} + \epsilon q)/2(q - \alpha)$ (4 characters, two for each $\alpha = \pm 1$),
(iv) $(q^n - \epsilon)(q^{n-1} + \epsilon q)/q - \alpha$ (1 character),

$\chi$ has at most $22$ irreducible characters of degree at most $q^{4} \cdot 3^{15}$.

(B) Assume that $n = 5$, and $1 < \chi(1) < q^{10}$ if $\epsilon = +$, and $1 < \chi(1) < (q - 1)(q^2 + 1)(q^3 + 1)(q^4 + 1)$ if $\epsilon = -$. Then $\chi$ is one of the $q + 4$ characters listed in (A)(i)–(iv).

Proposition 5.4 ([38]) Let $G := \Omega_{2n}(q)$ with $n \geq 5$ and $q$ an even prime power. Assume $\chi \in \text{Irr}(G)$ and $1 < \chi(1) \leq q^{4n-10}$.

(A) If $n \geq 6$, then $\chi$ is one of $q + 1$ characters, of the following degrees:

(i) $(q^n - \epsilon)(q^{n-1} + \epsilon q)/(q^2 - 1)$ (1 character),
(ii) $(q^{2n} - q^2)/(q^2 - 1)$ (1 character),
(iii) $(q^n - \epsilon)(q^{n-1} + \epsilon q)/(q - \alpha)$ (1 character),

$\chi$ has at most $22$ irreducible characters of degree at most $q^{4} \cdot 3^{15}$.

(B) Assume $n = 5$ and $\epsilon = +$. If $q \geq 4$, then $\chi$ is one of $q + 1$ characters listed in (A)(i)–(iii). If $q = 2$, then there is one more character of degree 868.

(C) Assume $n = 5$ and $\epsilon = -$. Then $\chi$ is one of $2q + 2$ characters: $q + 1$ characters listed in (A)(i)–(iii), and $q + 1$ characters of the following degrees:

(iv) $q^2(q^4 + 1)(q^5 + 1)/(q + 1)$ (1 character),
(v) \((q - 1)(q^2 + 1)(q^3 - 1)(q^4 + 1)\) (\(q\) characters).

Next we study some dual pairs to find the explicit values of small characters of finite orthogonal groups over fields of odd characteristic. Our consideration is based on the following well known formula.

Lemma 5.5 Let \(\omega\) be a character of the direct product \(S \times G\) of finite groups \(S\) and \(G\). For \(s \in S\) and \(g \in G\),

\[\omega(sg) = \sum_{\alpha \in \text{Irr}(S)} \alpha(s) \cdot D_\alpha(g),\]

where

\[D_\alpha(g) = \frac{1}{|S|} \sum_{x \in S} \overline{\alpha(x)} \omega(xg).\]

Proof By the orthogonality relations, \(\sum_{\alpha \in \text{Irr}(S)} \alpha(s) \overline{\alpha(x)}\) is equal to 0 if \(x \not\in sS\) and \(|S|/|sS|\) otherwise. Hence

\[\sum_{\alpha \in \text{Irr}(S)} \alpha(s) \cdot D_\alpha(g) = \frac{1}{|S|} \sum_{x \in S} \omega(xg) \left( \sum_{\alpha \in \text{Irr}(S)} \alpha(s) \overline{\alpha(x)} \right) = \omega(sg).\]

Let \(q\) be an odd prime power. The dual pair we have in mind is \(S \times G\) inside \(\Gamma := \text{Sp}_{2n}(q)\), where \(S = \text{Sp}_{2n}(q)\) and \(G \in \{\Omega_n(q), \text{SO}_n(q), \text{GO}_n(q)\}\), and \(\omega_n\) is one of the two reducible Weil characters of \(\text{Sp}_{2n}(q)\), of degree \(q^n\) (see [48]). More precisely, we view \(S\) as \(\text{Sp}(U)\), where \(U = \langle e, f \rangle_{F_q}\) is endowed with the symplectic form \((\cdot, \cdot)\), and Gram matrix \(\begin{pmatrix} 0 & I_n \\ -I_n & 0 \end{pmatrix}\) in the basis \(\{e \otimes v_1, e \otimes v_2, \ldots, e \otimes v_n, f \otimes v_1, f \otimes v_2, \ldots, f \otimes v_{n-1}, f \otimes \gamma^{-1} v_n\}\). Fix \(\gamma \in F_q^\times\). Next, \(\text{GO}_n(q)\) means \(\text{GO}(W)\), where \(W = \langle v_1, \ldots, v_n \rangle_{F_q}\) is endowed with the orthogonal form \((\cdot, \cdot)\), and Gram matrix \(\text{diag}(1, 1, \ldots, 1, \gamma)\) in the basis \(\{v_1, \ldots, v_n\}\). Now we consider \(V = U \otimes W\) with the symplectic form \((\cdot, \cdot)\) defined via \((u \otimes w, u' \otimes w') = (u, u') \cdot (w, w')\) for \(u \in U\) and \(w \in W\), which has Gram matrix \(\begin{pmatrix} 0 & I_n \\ -I_n & 0 \end{pmatrix}\) in the basis

\[\{e \otimes v_1, e \otimes v_2, \ldots, e \otimes v_n, f \otimes v_1, f \otimes v_2, \ldots, f \otimes v_{n-1}, f \otimes \gamma^{-1} v_n\}\].

The action of \(S \times G\) on \(V\) induces a homomorphism \(S \times G \to \Gamma := \text{Sp}(V)\).

Lemma 5.6 Under the above assumptions, assume that \(n \geq 6\). Then

\[(\omega_n|G, \omega_n|G)_G = (q + 1)(q^2 + 1).\]

Further, \((\omega_n|G, 1_G)_G = q + 1\) if \(G = \Omega_n(q)\) or \(\text{SO}_n(q)\).
Proof. Let $A$ be the matrix of $g \in G$ in the basis $\{v_1, \ldots, v_n\}$ of $W$. Then $g$ has matrix diag $(A, (A^T)^{-1})$ in the basis of $V$ listed above. In particular, $G$ embeds in the Levi subgroup $\nu$ of $\Gamma$. Let $\nu$ denote the unique nontrivial character of order 2 of $\mathbb{F}_q^\times$. By [20, Theorem 3.3], the restriction of $\omega_n$ to $GL_n(q)$ is $h \mapsto \tau(h) \cdot \nu(h)$, where

$$\tau(h) := q^{\dim_{\mathbb{F}_q} \ker(h-1)},$$

and we take the fixed point subspace of $h$ on the natural module $\mathbb{F}_q^n$ of $GL_n(q)$. It follows that for any $g \in G$,

$$|\omega_n^2(g)| = q^{2 \dim_{\mathbb{F}_q} \ker(g-1)},$$

where we take the fixed point subspace of $g$ on $W$. In other words, $|\omega_n^2(g)|$ is just the number of $g$-fixed points on the set $W \times W$. Hence $(\omega_n|_G, \omega_n|_G)_G$ equals the number of $G$-orbits on $W \times W$. Using Witt’s theorem and the assumption $n \geq 6$, one can show that $G$ has exactly $(q+1)(q^2+1)$ orbits on $W \times W$, with the following representatives: $(0,0), (v, \lambda v)$ where $\lambda \in \mathbb{F}_q$, $0 \neq v \in V$ and $(v,v) = \mu \in \mathbb{F}_q$, $(0,v)$ where $0 \neq v \in V$ and $(v,v) = \mu \in \mathbb{F}_q$, and $(u,v)$ where $u, v \in V$ are linearly independent and $(\cdot, \cdot)$ has Gram matrix

$$\begin{pmatrix} a & b \\ b & c \end{pmatrix}$$

with $a, b, c \in \mathbb{F}_q$. Similarly, if $G \leq SO_n(q)$, then $(\omega_n|_G, 1_G)_G$ is just the number of $G$-orbits on $W$, which is $q+1$. \hfill \blacksquare

Remark. The first statement of Lemma 5.6 also holds for $G = GO_5(q)$ or $SO_5(q)$. However, the number of $G$-orbits on $W$, and so $(\omega_5|_G, \omega_5|_G)_G$, equals $(q+1)(q^2+1)+1$, since $G$ has two orbits on the pairs $(u, v)$ such that $(u,v)_{E_q}$ is a totally singular 2-space. This explains the fact that an $SO_5(q)$-irreducible constituent of degree $q^2+1$ of $\omega_5$ splits into two $\Omega_5(q)$-irreducible constituents of degree $(q^2+1)/2$.

Proposition 5.7 Assume that $G = \Omega_n^e(q)$ and $S = Sp_2(q)$, where $n \geq 6$ and $q$ is an odd prime power.

The restriction $\omega_n|_{S \times G}$ of a reducible Weil character of degree $q^n$ of $Sp_{2n}(q)$ decomposes as $\sum_{\alpha \in \text{Int}(S)} \alpha \otimes D_{\alpha}$, where $k_{\alpha} \in \{0, 1\}$, and the characters $D_{\alpha} := D_\alpha - k_{\alpha} \cdot 1_G$ are all irreducible and distinct.

Further, $k_{\alpha} = 1$ if and only if one of the following holds:

(i) $n$ is odd, and $\alpha$ is one of the two irreducible Weil characters of degree $(q+1)/2$ of $S$;

(ii) $n$ is even, and $\alpha$ is either the trivial character, or the Steinberg character (of degree $q$) of $S$.

Moreover, each $D_{\alpha}^2$ extends to $GO_n(q)$.
Proof. We present the proof in various steps.

1) Apply Lemma 5.5 to the character \( \omega = \omega_n \), and define \( l_\alpha := (D_\alpha, 1_G)_G \) and \( D_\alpha^\circ := D_\alpha - l_\alpha \cdot 1_G \). By Lemma 5.6, \( \sum_{\alpha \in \text{Irr}(S)} \alpha(1)l_\alpha = q + 1 \),

\[ \omega_n|_G = (q + 1) \cdot 1_G + \sum_{\alpha \in \text{Irr}(S)} \alpha(1)D_\alpha^\circ, \]

and \((D_\alpha^\circ, 1_G)_G = 0\) for all \( \alpha \). Again by Lemma 5.6,

\[ \sum_{\alpha \in \text{Irr}(S)} \alpha(1)^2 = |S| = q(q^2 - 1) = \left( \sum_{\alpha \in \text{Irr}(S)} \alpha(1)D_\alpha^\circ, \sum_{\alpha \in \text{Irr}(S)} \alpha(1)D_\alpha^\circ \right)_G. \]

It follows that all \( D_\alpha^\circ, \alpha \in \text{Irr}(S) \), must be irreducible and distinct, if all of them have positive degrees. Set \( \delta := (-1)^{(q^2-1)/2} \).

2) We consider the case where \( n \) is odd, or \( n \) is even and \( \epsilon = \delta^{n/2} \). In the above construction we can choose \( \gamma = 1 \) (or any square in \( F_2^S \)). If \( s \in S \) is represented by the matrix \( B \) in the basis \( \{e, f\} \) of \( U \), then it has matrix \( \text{diag}(B, B, \ldots, B) \) in the basis \( \{e \otimes v_1, f \otimes v_1, e \otimes v_2, f \otimes v_2, \ldots, e \otimes v_n, f \otimes v_n\} \) of \( V \), and in fact \( V \) is the orthogonal sum of the \( n \) non-degenerate 2-spaces \( \langle e \otimes v_i, f \otimes v_i \rangle_{F_2} \), \( i = 1, \ldots, n \). Thus \( S \) acts on \( V \) via the embeddings

\[ S(p_2(q) \hookrightarrow S(p_2(q) \times S(p_2(q)) \ldots \times S(p_2(q) \hookrightarrow S(p_{2n}(q)), \]

where the first embedding is the diagonal embedding. It follows by [48] that \( \omega_n|_S = (\omega_1)^n \). The character table of \( S \) is well known, see e.g. [11, p. 228]. We use the same labelling for the irreducible characters: \( 1, S(t) \) (of degree \( q \), \( \chi_\alpha \) (of degree \( q + 1 \)), \( \theta_j \) (of degree \( q - 1 \)), Weil characters \( \xi_1 \) and \( \xi_2 \) (of degree \((q+1)/2\)), and Weil characters \( \eta_1 \) and \( \eta_2 \) (of degree \((q-1)/2\)), where \( \omega_1 = \xi_1 + \eta_1 \) (a total of \( q + 4 \) characters in all). It is straightforward to compute \( D_\alpha(1) = (\omega_n|_S, \alpha)_S \). In particular, \( D_\alpha(1) > q + 1 \) and so \( D_\alpha^\circ(1) > 0 \) for all \( \alpha \in \text{Irr}(S) \). Hence the \( D_\alpha^\circ \) are all irreducible and distinct. It remains to prove that \( l_\alpha = k_\alpha \), where the integers \( k_\alpha \) are defined in the statement.

The degrees of \( D_\alpha \) and the integers \( k_\alpha \) are listed in Table I for \( n = 2m+1 \), and in Table II for \( n = 2m \). Observe that \( |D_\alpha(1) - D_\beta(1)| \geq q + 1 \) if \( \alpha \) and \( \beta \) belong to different rows of the Tables. Also, notice that \( \omega_n|_G \) contains the rank 3 permutation character of \( G = \Omega_n^\epsilon(q) \) (on singular 1-spaces of \( W \)). The degrees of the irreducible constituents of the latter are well known (see e.g. [42]). It follows in particular that, when \( n = 2m + 1 \), some \( D_\alpha^\circ \) have degrees \( D_{\xi_i}(1) - 1 \) for each \( i = 1, 2 \). Thus \( |D_\alpha(1) - D_{\xi_i}(1)| = |l_{\xi_i} - 1| \leq q \) and so \( \alpha = \xi_i \). We have shown that \( l_{\xi_1} = l_{\xi_2} = 1 \). Since \( l_\beta \geq 0 \) for all \( \beta \) and \( \sum_\beta \beta(1)l_\beta = q + 1 \), we must have \( l_\beta = 0 \) for all \( \beta \neq \xi_1, \xi_2 \).
Next assume that \( n = 2m \). Then some \( D_{\alpha}^\circ \) have degrees \( D_{\xi}(1) - 1 \) for each \( \xi \in \{1_S, St\} \). Thus \(|D_{\alpha}(1) - D_{\xi}(1)| = |l_{\alpha} - 1| \leq q \) and so \( \alpha = \xi \). We have shown that \( l_{1_S} = l_{St} = 1 \). Since \( l_{\beta} \geq 0 \) for all \( \beta \) and \( \sum_{\beta} \beta(1)l_{\beta} = q + 1 \), we must have \( l_{\beta} = 0 \) for all \( \beta \neq 1_S, St \).

### Table I. Degrees of \( D_{\alpha}, n = 2m + 1 \)

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \alpha(1) )</th>
<th>( D_{\alpha}(1) )</th>
<th>( k_{\alpha} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1_S</td>
<td>1</td>
<td>((q^{2m} - 1)/(q^2 - 1))</td>
<td>0</td>
</tr>
<tr>
<td>St</td>
<td>( q )</td>
<td>((q^{2m+1} - q)/(q^2 - 1))</td>
<td>0</td>
</tr>
<tr>
<td>( \chi_i )</td>
<td>( q + 1 )</td>
<td>((q^{2m} - 1)/(q - 1))</td>
<td>0</td>
</tr>
<tr>
<td>( \theta_j )</td>
<td>( q - 1 )</td>
<td>((q^{2m} - 1)/(q + 1))</td>
<td>0</td>
</tr>
<tr>
<td>( \xi_1 )</td>
<td>((q + 1)/2)</td>
<td>((q^m - \delta^{m+1})(q^m + \delta^{m+1}q)/(2(q - 1)) + 1)</td>
<td>1</td>
</tr>
<tr>
<td>( \xi_2 )</td>
<td>((q + 1)/2)</td>
<td>((q^m + \delta^{m+1})(q^m - \delta^{m+1}q)/(2(q + 1)) + 1)</td>
<td>1</td>
</tr>
<tr>
<td>( \eta_1 )</td>
<td>((q - 1)/2)</td>
<td>((q^m + \delta^{m+1})(q^m + \delta^{m+1}q)/(2(q + 1)))</td>
<td>0</td>
</tr>
<tr>
<td>( \eta_2 )</td>
<td>((q - 1)/2)</td>
<td>((q^m - \delta^{m+1})(q^m - \delta^{m+1}q)/(2(q + 1)))</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table II. Degrees of \( D_{\alpha}, n = 2m \)

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( \alpha(1) )</th>
<th>( D_{\alpha}(1) )</th>
<th>( k_{\alpha} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1_S</td>
<td>1</td>
<td>((q^m - \epsilon)(q^{m-1} + \epsilon q)/(q^2 - 1) + 1)</td>
<td>1</td>
</tr>
<tr>
<td>St</td>
<td>( q )</td>
<td>((q^{2m} - q^2)/(q^2 - 1) + 1)</td>
<td>1</td>
</tr>
<tr>
<td>( \chi_i )</td>
<td>( q + 1 )</td>
<td>((q^m - \epsilon)(q^{m-1} + \epsilon)/(q - 1))</td>
<td>0</td>
</tr>
<tr>
<td>( \theta_j )</td>
<td>( q - 1 )</td>
<td>((q^m - \epsilon)(q^{m-1} - \epsilon)/(q + 1))</td>
<td>0</td>
</tr>
<tr>
<td>( \xi_1, \xi_2 )</td>
<td>((q + 1)/2)</td>
<td>((q^m - \epsilon)(q^{m-1} + \epsilon)/(2(q - 1)))</td>
<td>0</td>
</tr>
<tr>
<td>( \eta_1, \eta_2 )</td>
<td>((q - 1)/2)</td>
<td>((q^m - \epsilon)(q^{m-1} - \epsilon)/(2(q + 1)))</td>
<td>0</td>
</tr>
</tbody>
</table>

3) Next we consider the case where \( n \) is even but \( \epsilon = -\delta^{n/2} \). In the above construction we can choose \( \gamma \) to be any non-square in \( \mathbb{F}_q^\times \). If \( s \in S \) is represented by the matrix \( B \) in the basis \((e, f) \) of \( U \), then it has matrix \( \text{diag}(B, B, \ldots, B, CBC^{-1}) \) in the basis \( \{e \otimes v_1, f \otimes v_1, e \otimes v_2, f \otimes v_2, \ldots, e \otimes v_{n-1}, f \otimes v_{n-1}, e \otimes v_n, \gamma^{-1} f \otimes v_n\} \) of \( V \), where \( C = \text{diag}(1, \gamma) \) and so it induces a non-inner diagonal automorphism of \( S \) which interchanges \( \xi_1 \) and \( \xi_2 \), and also \( \eta_1 \) and \( \eta_2 \). Also, \( V \) is the orthogonal sum of the \( n \) non-degenerate 2-spaces \( \langle e \otimes v_i, f \otimes v_i \rangle_{\mathbb{F}_q} \) \((i = 1, \ldots, n - 1)\), and \( \langle e \otimes v_n, \gamma^{-1} f \otimes v_n \rangle_{\mathbb{F}_q} \). Thus \( S \) acts on \( V \) via the embeddings

\[
Sp_2(q) \hookrightarrow Sp_2(q) \times Sp_2(q) \ldots \times Sp_2(q) \hookrightarrow Sp_{2n}(q),
\]

where the first embedding is the diagonal embedding composed with a non-inner diagonal automorphism on the last \( Sp_2(q) \) factor. It follows by [48] that
Let Lemma 5.10 assume \( q \) is a breakable prime power. Assume \( n \geq 11 \) and \( q \) is an odd prime power. Assume \( \chi \in \text{Irr}(G) \) with \( 1 < \chi(1) \leq q^{2n-10} \). Then \( \chi \) is one of the \( q + 4 \) characters \( D_\alpha^o \) listed in Theorem 5.7.

To estimate the character values for \( D_\alpha^o \), we need the following well known fact (see [24, Lemma 2.4]).

**Lemma 5.9** Let \( \omega_n \) be a reducible Weil character of \( \Gamma := \text{Sp}_{2n}(q) \). For \( g \in \Gamma \), let \( d(g) \) denote the dimension of the \( g \)-fixed point subspace on the natural module \( V = \mathbb{F}_q^{2n} \) of \( \Gamma \). Then \( |\omega_n(g)| \leq q^{d(g)/2} \).

Next we consider the dual pair \( S \times G \) inside \( \Gamma \) and estimate \( D_\alpha(g) \) for an unbreakable \( g \in G \).

**Lemma 5.10** Let \( G := \Omega_n^\epsilon(q) \) with natural module \( W = \mathbb{F}_q^n \) and \( q \) an odd prime power. Assume \( n \geq 10 \) if \( q \geq 5 \) and \( n \geq 12 \) if \( q = 3 \). For \( g \in \Gamma \) and \( \lambda \in \mathbb{F}_q^\times \), let \( e(g,\lambda) \) denote the dimension of the eigenspace of \( g \) on \( W \otimes \mathbb{F}_q \) corresponding to \( \lambda \). If \( g \) is unbreakable, then \( e(g,\lambda) \leq n/2 \) if \( \lambda \neq -1 \) and \( e(g,-1) \leq n-3 \).

**Proof** 1) If \( \lambda \) is an eigenvalue for \( g \) then so is \( \lambda^{-1} \), and moreover \( e(g,\lambda) = e(g,\lambda^{-1}) \). Hence the statement is obvious if \( \lambda \neq \pm 1 \).

Next, let \( W_\lambda \) denote the eigenspace for \( g \) on \( W \) corresponding to \( \lambda \); in particular, \( e(g,\lambda) = \dim W_\lambda \) if \( \lambda \in \mathbb{F}_q^\times \). Assume \( e(g,1) > n/2 \). Then the subspace \( W_1 \) cannot be totally singular, whence it contains a vector \( v \) with \( (v,v) \neq 0 \). Thus \( g \in \text{Stab}_G(v) = 1_{(v)} \times \Omega((v)^\perp) \simeq \Omega_{n-1}(q) \) and so \( g \) is breakable, a contradiction. In general, the unbreakability of \( g \) implies that \( g \) cannot fix any nonsingular vector \( v \in W \).

2) Now we assume that \( e(g,-1) \geq n-2 \). First we consider the case \( e(g,-1) = n \), i.e. \( g = -1_W \); in particular, \( 2|n \) and \( e = (-1)^{n(q-1)/4} \). We claim that \( g \) is breakable in this situation. Indeed, if \( q \geq 5 \), then \( g \in \Omega_+^\epsilon(q) \times \Omega_{n-4}(q) \) and hence \( g \) is breakable. If \( q = 3 \), then \( g \in \Omega_0^\epsilon(q) \times \Omega_{n-6}(q) \) and so \( g \) is breakable.
Thus we may assume \( g \neq -1_W \). Let \( s \) be the semisimple part of \( g \). Then \( e(s,-1) \geq e(g,-1) \geq n - 2 \) and so \( e(s,1) \leq 2 \). Let \( W_+ \), resp. \( W_- \), denote the eigenspace of \( s \) on \( W \) corresponding to the eigenvalue 1, resp. \( -1 \); in particular, \( W_+ \supseteq W_1 \) and \( W_- \supseteq W_{-1} \). Assume \( e(s,1) = 1 \). Then \( W_+ = \langle v \rangle_{\mathbb{F}_q} \) and \( v \) is nonsingular. Clearly, \( g \) fixes \( v \) and so \( g \) is breakable as in 1). Assume \( e(s,1) = 2 \). Then \( \dim W_+ = 2 \) and so \( W = W_+ \oplus W_- \). In particular, \( W_+ \) is non-degenerate and is stabilized by \( g \). In fact, \( g \) acts on \( W_+ \) as a unipotent transformation. If this action is trivial, then \( g \) fixes some nonsingular vector of \( W_+ \) and so it is breakable. If this action is nontrivial, then \( g(u) = u \) and \( g(v) = u + v \) for some basis \( \{u,v\} \) of \( W_+ \). In this case, \( (u,u) = (u,v) = 0 \), i.e. \( W_+ \) is degenerate, a contradiction.

We have shown that \( e(s,1) = 0 \). Notice that the eigenvalues other than \( \pm 1 \) of \( s \) come in pairs, so either \( W = W_- \oplus A \), where \( \dim A = 2 \) and \( s \) has no eigenvalue \( \pm 1 \) on \( A \otimes_{\mathbb{F}_q} \mathbb{F}_q' \); or \( s = -1_W \). Consider the former case. Then \( W_- \) has dimension \( n - 2 \geq 8 \) and is non-degenerate; also \( g|_{W_-} = -1_{W_-} \). Hence, we can find a 6-dimensional non-degenerate subspace \( B \) of type \( +, \) inside \( C \) and fixed by \( g \); in fact, \( g|_B = -1_B \in \Omega(B) \). Now \( g \in \Omega(B) \times \Omega(B^\perp) \cong \Omega^6_{n}(q) \times \Omega^6_{n-6}(q) \) is breakable, since \( n - 6 \geq 4 \) if \( q \geq 5 \) and \( n - 6 \geq 6 \) if \( q = 3 \).

Finally, we consider the case \( s = -1_W \), i.e. \( -1 \) is the only eigenvalue of \( g \). Observe that \( n \) is even, as \( g \in SO(W) \). Since \( n - 1 \geq e(g,-1) \geq n - 2 \), we have the orthogonal decomposition \( W = C \oplus D \), where \( g|_C = -1_C \), and \( -g \) acts on \( D \) as a unipotent transformation with matrix \( J_3, J_2^2 \), or \( J_2 \). In any case, \( \dim(C) \geq n - 4 \). Now if \( q \geq 5 \), then \( \dim(C) \geq 6 \), and we can find a 4-dimensional non-degenerate subspace \( B \) of type \( +, \) inside \( C \) and fixed by \( g \); in fact, \( g|_B = -1_B \in \Omega(B) \) and it is a commutator in \( B \). It follows that \( g \in \Omega(B) \times \Omega(B^\perp) \cong \Omega^4_{n}(q) \times \Omega^4_{n-4}(q) \) and so \( g \) is breakable. If \( q = 3 \), then \( \dim(C) \geq 8 \), and we can find a 6-dimensional non-degenerate subspace \( B \) of type \( -, \) inside \( C \) and fixed by \( g \); in fact, \( g|_B = -1_B \in \Omega(B) \). In this case, \( g \in \Omega(B) \times \Omega(B^\perp) \cong \Omega^6_{n}(q) \times \Omega^6_{n-6}(q) \) and so \( g \) is breakable.

**Proposition 5.11** Consider the dual pair \( S \times G \) inside \( \Gamma := Sp_{2n}(q) \) (\( q \) odd), where \( S = Sp_2(q) \) and \( G = \Omega_r^n(q) \). Assume \( n \geq 10 \) if \( q \geq 5 \) and \( n \geq 12 \) if \( q = 3 \). For any unbreakable \( g \in G \) and any \( \alpha \in \text{Irr}(S) \),

\[
|D_\alpha(g)| \leq \frac{\alpha(1)}{q(q^2 - 1)} \cdot \left\{ (q(q^2 - 1))^{n/2} + q^{n-3} \right\}.
\]
If $q = 3$, then $|D_\alpha(g)| < 4q^{n-5}\alpha(1)/(q^2 - 1) - 1$.

**Proof** We apply Lemma 5.5 to this dual pair and obtain $D_\alpha(g) = \sum_{x \in S} \alpha(x)\omega(xg)/|S|$, where $\omega = \omega_n$. Next we use Lemmas 5.9 and 5.10 to estimate $\omega(xg)$.

1) If $x = 1_U$, then $d(xg) = 2e(g, 1) \leq n$. If $x$ is conjugate (in $Sp_2(\mathbb{F}_q)$) to $\text{diag}(\lambda, \lambda^{-1})$ for some $\pm 1 \neq \lambda \in \mathbb{F}_q^\times$, then $d(xg) \leq e(g, \lambda) + e(g, \lambda^{-1}) \leq n$.

Next assume that $x$ is conjugate in $\mathcal{S}$ to $a \begin{pmatrix} 1 & b \\ 0 & 1 \end{pmatrix}$ for some $a = \pm 1$ and $b \in \mathbb{F}_q^\times$. Direct computation shows that $|\ker(xg - 1_V)|$ equals the number of pairs $(u, v) \in W^2$, where $W = \mathbb{F}_q^n$ is the natural module for $G$, $v \in \ker(g - a \cdot 1_W) \cap \text{Im}(g - a \cdot 1_W)$, and $(g - a \cdot 1_W)u = abv$, which is at most $|\text{Im}(g - a \cdot 1_W)| \cdot |\ker(g - a \cdot 1_W)| = |W| = q^n$. Hence $d(xg) \leq n$ in this case as well. Finally, if $x = -1_U$, then $d(xg) = 2e(g, -1) \leq 2(n - 3)$, and the first claim of the proposition follows since $|\alpha(x)| \leq \alpha(1)$.

2) Now consider the case $q = 3$; in particular, $n \geq 12$. Recall that $e(g, -1) \leq n - 3$ by Lemma 5.10. Also, the calculations in 1) show that $d(xg) \leq n$ if $x \neq -1_U$. Hence, if $e(g, -1) \leq n - 4$, then

$$|D_\alpha(g)| \leq \left(q^{n-4} + 23q^{n/2}\right)\alpha(1)/q(q^2 - 1) < 4q^{n-5}\alpha(1)/(q^2 - 1) - 1.$$

Assume $e(g, -1) = n - 3$. For any $\lambda \neq -1$, $e(g, \lambda) \leq 3$. It follows that $d(xg) \leq 6$ if $x = 1_U$ (one element), or if $x \in \mathcal{S}$ has order 4 (6 elements). If $x$ is one of the 8 elements of order 3, then the calculations in 1) show that $|\ker(xg - 1_V)| \leq |\ker(g - 1_V)|^2 \leq q^6$ and so $d(xg) \leq 6$ again. Thus

$$|D_\alpha(g)| \leq \left(q^{n-3} + 8q^{n/2} + (1 + 6 + 8)q^3\right)\alpha(1)/q(q^2 - 1) < 4q^{n-5}\alpha(1)/(q^2 - 1) - 1.$$  \[ \blacksquare \]

**Proposition 5.12** Let $\chi$ be any irreducible character of $G = \Omega_n^\alpha(q)$, where $q$ is an odd prime power, $n \geq 10$ if $q \geq 5$ and $n \geq 12$ if $q = 3$. Assume that $1 < \chi(1) \leq q^{2n-10}$ if $n > 10$, or $\chi$ is one of the characters $D_\alpha^\circ$ listed in Proposition 5.7 if $n = 10$. For unbreakable $g \in G$,

$$|\chi(g)/\chi(1)| \leq \begin{cases} (q + 1)/q^3, & \text{if } q \geq 5, \\ 1/20, & \text{if } q = 3. \end{cases}$$

**Proof** Consider the dual pair $S \times G$ inside $\Gamma := Sp_{2n}(q)$, where $S = Sp_2(q)$. By Corollary 5.8, if $n > 10$ then $\chi = D_\alpha^\circ$ for some $\alpha \in \text{Irr}(S)$. Thus in any case, $\chi = D_\alpha^\circ$ for some $\alpha$. The degrees of $D_\alpha^\circ$ are given in Theorem 5.7 and Tables I, II. Direct calculations show that

$$D_\alpha^\circ(1)/q^{n-1}\alpha(1)/(q^2 - 1) > 1 - 1/q^{n-2}$$
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where \( m := |n/2| \). Assume \( q \geq 5 \). Now \( n \geq 10 \), whence \( n/2 \leq n - 5 \). Proposition 5.11 implies

\[
|D_\alpha^0(g)| \leq |D_\alpha(g)| + 1 \leq \frac{\alpha(1)(q(q^2 - 1)q^{n-5} + q^{n-3})}{q(q^2 - 1)}
\]

\[
= \frac{q^{n-4}(q + 1)\alpha(1)}{q^2 - 1}, \left( 1 - \frac{1}{q^2 + q} \right),
\]

and so \( |D_\alpha^0(g)/D_\alpha^0(1)| < (q + 1)/q^3 \).

Next, assume that \( q = 3 \); in particular \( n \geq 12 \) and \( m \geq 6 \). Hence

\[
\frac{D_\alpha^0(1)}{q^{n-1}\alpha(1)/(q^2 - 1)} > \frac{80}{81}.
\]

On the other hand, by Proposition 5.11,

\[
|D_\alpha^0(g)| \leq |D_\alpha(g)| + 1 \leq 4q^{n-5}\alpha(1)/(q^2 - 1),
\]

whence \( |D_\alpha^0(g)/D_\alpha^0(1)| < 1/20. \)

Now we estimate the character values for the three small irreducible characters \( \delta^1, \delta^2 \) and \( \gamma \) of \( K := \Omega_{2n}^+(2) \) \( (n \geq 7) \) given by Proposition 5.4, where \( \delta^1(1) = (2^n - \epsilon)(2^{n-1} + 2\epsilon)/3, \delta^2(1) = (2^n - \epsilon)(2^{n-1} - \epsilon)/3, \) and \( \gamma(1) = (2^{2n} - 4)/3 \). To do this, we consider the three unitary-Weil characters of \( H := Sp_{2n}(2) \) as described in [24]: \( \alpha_n \) of degree \( (2^n - 1)(2^{n-1} - 1)/3, \beta_n \) of degree \( (2^n + 1)(2^{n-1} + 1)/3, \) and \( \zeta_n^1 \) of degree \( (2^{2n} - 1)/3 \).

**Lemma 5.13** Assume \( n \geq 5 \) and consider the natural embedding of \( K := \Omega_{2n}^+(2) \) in \( H := Sp_{2n}(2) \). If \( \epsilon = +, \) then

\[
\alpha_n|_H = \delta^2, \quad \beta_n|_H = 1_K + \delta^1, \quad \zeta_n^1|_K = 1_K + \gamma.
\]

If \( \epsilon = -, \) then

\[
\alpha_n|_K = 1_K + \delta^1, \quad \beta_n|_K = \delta^2, \quad \zeta_n^1|_K = 1_K + \gamma.
\]

**Proof** When \( n = 5 \) the statements can be verified directly using [8], so we assume \( n \geq 6 \). Recall that the reducible Weil character \( \zeta_n \) of \( SU_{2n}(q) \) restricts to \( H \) as \( \alpha_n + \beta_n + 2 \cdot \zeta_n^1 \) (see [24, §3]). We consider the permutation character \( \tau_n \) of \( H \) on the point set of the natural module \( V = F_{2^n}^n \). By [24, Lemma 5.8], the restrictions of \( \tau_n \) and \( \zeta_n \) to \( K \) are equal. All the nontrivial irreducible constituents of \( \tau_n|_K = \zeta_n|_K \) have degree less than \( 2^{2n} \leq 2^{10n-10} \) and so they must be among the characters \( \delta^1, \delta^2, \) and \( \gamma \) listed in Proposition 5.4. Notice that \( \tau_n|_K - 1_K \) contains the rank 3 permutation character of \( K \) on the singular 1-spaces of \( V \). Reading off the degrees of the nontrivial
irreducible constituents of the latter from [42, Table I], we see that they are $\delta^1$ and $\gamma$. Further, $(\tau_n|_K, 1_K)_K$ equals the number of $K$-orbits on $V$, which is 3. Thus

$$\alpha_n|_K + \beta_n|_K + 2 \cdot \zeta_n^1|_K = \zeta_n|_K = \tau_n|_K$$

contains $3 \cdot 1_K + \delta^1 + \gamma$. But $\gamma(1) = \zeta_n^1(1) - 1 > \beta_n(1) > \alpha_n(1)$. It follows that $\zeta_n^1|_K = 1_K + \gamma$.

First we assume that $\epsilon = +$. Here $\delta^2(1) = \alpha_n(1)$ is the smallest degree of nontrivial irreducible characters of $K$ (see [47]). Hence $\alpha_n|_K = \delta^2$. This forces $\beta_n|_K = 1_K + \delta^1$.

Now we assume that $\epsilon = -$. Clearly, $\delta^1$ must be a constituent of $\alpha_n|_K$ or $\beta_n|_K$. Assume that $\delta^1$ is a constituent of $\beta_n|_K$. Now $\beta_n(1) - \delta^1(1) = 2^n + 1$ is less than the smallest degree of nontrivial irreducible characters of $K$ (see [47]). It follows that $\beta_n|_K - \delta^1 = (2^n + 1) \cdot 1_K$ and so $\tau_n|_K$ contains $1_K$ with multiplicity at least $2^n + 1$, a contradiction. Thus $\delta^1$ is a constituent of $\alpha_n|_K$. Since $\alpha_n(1) - \delta^1(1) = 1$, we must have $\alpha_n|_K = 1_K + \delta^1$. In this situation, $(\beta_n|_K, 1_K) = 0$ and $\beta_n(1)$ is less than twice the smallest degree of nontrivial irreducible characters of $K$. Hence $\beta_n|_K$ is irreducible and so $\beta_n|_K = \delta^2$.

**Proposition 5.14** Let $K := \Omega_{2n}(2)$ with $n \geq 6$. For unbreakable $g \in K$,

$$\sum_{\chi \in \text{Irr}(K), 1 < \chi(1) \leq 2^{n-10}} \frac{\chi(g)}{\chi(1)} \leq \frac{7}{2^{n-2}}.$$

**Proof** Recall that $\chi$ is one of the characters $\delta^1$, $\delta^2$, or $\gamma$. For any $\lambda \in \mathbb{F}_2^X$, let $e(g, \lambda)$ denote the dimension of the eigenspace of $g$ on $V \otimes_{\mathbb{F}_2} \mathbb{F}_2$ corresponding to the eigenvalue $\lambda$, where $V = \mathbb{F}_2^{2n}$ is the natural module for $H := Sp_{2n}(2) > K$, with an $H$-invariant symplectic form $\langle \cdot, \cdot \rangle$. We claim that the unbreakability of $g$ implies that $e(g, 1) \leq n$. Assume instead that $e(g, 1) > n$. Then the fixed point subspace $U$ of $g$ on $V$ has dimension greater than $n$ and so it cannot be totally isotropic. Hence we can find $u, v \in U$ such that $\langle u, v \rangle \neq 0$. Now $g \in \Omega(\langle u, v \rangle^\perp) \simeq \Omega^+_2 \simeq \Omega_{2n-2}(2)$ and so $g$ is breakable.

Abusing notation, we use $\omega$ to denote a primitive cube root of unity in both $\mathbb{C}$ and $\mathbb{F}_2$. By the formulae (4) and (6) of [24],

$$\zeta_n^1(G) = \sum_{i=0}^{2} \omega^i(-2)^i(g \omega^i)/3, \quad \alpha_n(g) + \beta_n(g) = \sum_{i=0}^{2} (-2)^i(g \omega^i)/3.$$

We have shown above that $a := e(g, 1) \leq n$. Also, $e(g, \omega) = e(g, \omega^{-1}) =: h$, hence $b \leq n$. Since $a + 2b \leq 2n$ and $0 \leq a, b \leq n$, it is easy to check that $2^a + 2 \cdot 2^b \leq 2^{n+1} + 1$. Hence

$$|\zeta_n^1(g)| \leq (2^{n+1} + 1)/3, \quad |\alpha_n(g) + \beta_n(g)| \leq (2^{n+1} + 1)/3.$$
By Lemma 5.13,

\[ |\gamma(g)| = |\zeta_{n}^{1}(g) - 1| \leq |\zeta_{n}^{1}(g)| + 1 \leq (2^{n+1} + 4)/3. \]

Also, if \( \rho \) denotes the rank 3 permutation character of \( K \) on the singular 1-spaces of \( V \), then \( 0 \leq \rho(g) - 1 \leq 2^{\epsilon(g,1)} - 1 \leq 2^{n} - 1 \), whence

\[ |\delta^{1}(g) + \gamma(g)| = |\rho(g) - 1| \leq 2^{n} - 1. \]

It follows that

\[ |\delta^{1}(g)| \leq (2^{n} - 1) + |\gamma(g)| \leq (5 \cdot 2^{n} + 1)/3. \]

Again, by Lemma 5.13, \( \delta^{1}(g) + \delta^{2}(g) + 1 = \alpha_{n}(g) + \beta(g) \), and so

\[ |\delta^{2}(g)| \leq 1 + |\delta^{1}(g)| + |\alpha_{n}(g) + \beta_{n}(g)| \leq (7 \cdot 2^{n} + 5)/3. \]

The degrees of \( \delta^{1}, \delta^{2}, \) and \( \gamma \) are listed before Lemma 5.13, and the conclusion now follows.

\section*{5.2 Centralizer bounds}

In this section we obtain centralizer bounds for unbreakable elements of orthogonal groups.

\begin{proposition}
Let \( G = \Omega(V) = \Omega_{2n}(q) (q < 7) \) or \( \Omega_{2n+1}(q) (q = 3, 5) \). Assume that \( \dim V \geq 9 \), and also that \( \dim V \geq 13 \) if \( q \leq 3 \).

If \( x \in G \) is unbreakable, then \( |C_{G}(x)| \leq N \), where \( N \) is listed in the following table.

<table>
<thead>
<tr>
<th>( G )</th>
<th>( q )</th>
<th>( N )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Omega_{2n}(q) )</td>
<td>2</td>
<td>( 2^{2n+6} \cdot 3 )</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>( 3^{2n+4} \cdot 2^{10} )</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>( 4^{2n} \cdot 3 \cdot 60 )</td>
</tr>
<tr>
<td>( \Omega_{2n+1}(q) )</td>
<td>5</td>
<td>( 5^{2n} \cdot 288 )</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>( 3^{2n+3} \cdot 16 )</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>( 5^{n+1} )</td>
</tr>
</tbody>
</table>
\end{proposition}

\begin{proof}
(1) The case \( q = 2 \). Here we assume that \( G = \Omega_{2n}(2) \) with \( n \geq 7 \).

Let \( x \in G \) be unbreakable, and assume first that \( x \) is unipotent. We use the classification of unipotent elements of orthogonal groups in characteristic 2 given by [25] (see also [30]). According to this, \( V|x \) is a perpendicular sum of non-degenerate subspaces of the following types:

- \( V(2k) \) : a single Jordan block \( J_{2k} \in O_{2k}^{+}(2) \backslash \Omega_{2k}^{+}(2) \)
- \( W(k) \) : two Jordan blocks \( J_{k}^{2} \in \Omega_{2k}^{-}(2) \).
\end{proof}
(These are not unique up to conjugacy, but that does not concern us.) Moreover, the only non-perfect groups $\Omega_{2k}^{(2)}$ are $\Omega_{2}^{(2)}$ and $\Omega_{4}^{(2)}$. Hence for the unbreakable element $x$, $V|x$ is listed in the following table. The table also gives $\dim \bar{C}$ and $\bar{C}/R_u(\bar{C})$, where $\bar{C}$ is the centralizer of $x$ in the algebraic group $O_{2k}(F_2)$. The formula for $\dim \bar{C}$ is given in [25, 4.4]: if $u = (J_{n_i})_i$ with $n_1 \geq n_2 \geq \cdots$, then $\dim \bar{C} = \sum \chi(n_i)$, where $\chi(n_i) = n_i/2 + 1$ for a summand $V(n_i)$ and $\chi(n_i) = [(n_i + 1)/2]$ for a summand $W(n_i)$. The groups $\bar{C}/R_u(\bar{C})$ are given in [30].

| $V|x$ | $\dim \bar{C}$ | $\bar{C}/R_u(\bar{C})$ |
|-------|-----------------|-------------------------|
| $W(n)$ | $2n - 2 + (n, 2)$ | $Sp_2 (n$ even), $O_2 (n$ odd) |
| $W(2) + W(n - 2)$ | $2n + 6 (n$ even) | $Sp_2 \times Sp_2 (n$ even) |
| $W(2) + V(2n - 2k - 4) + V(2k)$ | $2n + 5 (n$ odd) | $Sp_2 \times O_2 (n$ odd) |
| $V(2)^2 + W(n - 2)$ | $2n + 6 (n$ even) | $Sp_2 \times 2^a$, $a \leq 2$ |
| $V(2n - 2k) + V(2k)$ | $2n + 5 (n$ odd) | $O_2 \times 2 (n$ odd) |
| | $\leq 2n - 2$ | $2^a$, $a \leq 2$ |

Applying Lang’s Theorem (see [43, I, 3.4]) to the corresponding possibilities for $|C_G(x)|$, we see that the maximum possible value of this occurs for $V(2)^2 + W(n - 2)$ with $n$ odd, so that

$$|C_G(x)| \leq 2^{2n+4} \cdot |O_2^{(2)}(2) \times 2| = 2^{2n+6} \cdot 3,$$

the claimed bound.

Now assume that $x$ is non-unipotent, and write $x = su$ with semisimple part $s \neq 1$ and unipotent part $u$. We have

$$C_G(s) = \Omega_{2k}^{(2)} \times \prod_i GL_{a_i}^{(2b_i)},$$

where $k + \sum a_ib_i = n$. As each $GL_{a_i}^{(2b_i)} \leq \Omega_{2a_ib_i}(2)$ and $x$ is unbreakable, it must be the case that either $2k \geq 2n - 4$, or $2a_ib_i \geq 2n - 4$ for some $i$.

Let $V_{2k} = C_V(s)$, of dimension $2k$. If $2k \geq 2n - 4$, then $V_{2k}|u$ must be $W(k)$ (otherwise $x$ is breakable), so $\dim \bar{C} \leq 2k + 1$ and the bound (13) holds.

Assume now that $2a_ib_i \geq 2n - 4$ for some $i$. Each Jordan block $J_r$ of $u$ in $GL_{a_i}^{(2b_i)}$ fixes a non-degenerate subspace of dimension $2rb_i$, so for all such $r$, either $2rb_i \geq 2n - 4$ or $2rb_i \leq 4$. It follows that the possibilities with the largest centralizers are:

(a) $k = 0$, $C_G(s) = GU_n(2)$, $u = (J_{n-2}, J_2) \in GU_n(2)$

(b) $k = 1$, $C_G(s) = \Omega_{2}^{(2)} \times GU_{n-1}(2)$, $u = (J_{n-2}, J_1) \in GU_{n-1}(2)$.

In case (a), $|C_G(x)| = 2^{n+1} \cdot (GU_2(2) \times GU_1(2))$, which is much smaller than the bound in (13), and in case (b), $|C_G(x)|$ is even smaller.
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This completes the proof for \( q = 2 \).

(2) **The case \( q = 4 \).** Here we assume that \( G = \Omega_{2n}^\varepsilon(4) \) with \( n \geq 5 \). This case is similar to the previous one, except that \( \Omega_4^+(q) \) is perfect, so unbreakable elements cannot lie in a subgroup \( \Omega(W) \times \Omega(W^\perp) \) where \( \dim W \geq \dim W^\perp \) and \( \dim W > 2 \).

For \( x \) unipotent, \( V|x \) must be either \( W(n) \) or \( V(2n - 2k) + V(2k) \). The formula for \( \dim \tilde{C} \) is as in the \( q = 2 \) case. For \( W(n) \) we have \( \dim \tilde{C} = 2n \), \( \tilde{C}/R_u(\tilde{C}) = Sp_2 \) if \( n \) is even, and \( \dim \tilde{C} = 2n - 1 \), \( \tilde{C}/R_u(\tilde{C}) = O_2 \) if \( n \) is odd. Thus the largest possibility for \( |C_G(x)| \) is \( 4^{2n-3} \cdot |Sp_2(4)| \).

For \( x \) non-unipotent write \( x = su \) again, and

\[
C_G(s) = \Omega_{2k}^\varepsilon(4) \times \prod_i GL_{a_i}^\varepsilon(4^{b_i}),
\]

where \( k + \sum a_i b_i = n \). As \( x \) is unbreakable, either \( 2k \geq 2n - 4 \), or \( 2a_i b_i \geq 2n - 4 \) for some \( i \), and arguing as for the \( q = 2 \) case, we see that \( |C_G(x)| \leq 4^{2n-3} \cdot 60 \).

(3) **The case \( q = 3 \).** Here we assume that \( G = \Omega_{2n}(3) \) with \( n \geq 7 \), or \( \Omega_{2n+1}(3) \) with \( n \geq 6 \). The non-perfect groups \( \Omega(W) \) are \( \Omega_1(3) \), \( \Omega_4^+(3) \), \( \Omega_3(3) \) and \( \Omega_2^+(3) \).

By [25], if \( x \) is unipotent, then \( V|x \) is a perpendicular sum of non-degenerate subspaces of the following types:

\[
W(2k) : J_{2k}^2 \in \Omega_{4k}^+(q) \\
V(2k + 1) : J_{2k+1} \in \Omega_{2k+1}(q).
\]

The possibilities for \( V|x \) are listed in the following table. The formula for \( \dim \tilde{C} \) is given in [25, 4.4]: if \( x = (J_{n_i})_i \) where \( n_1 \geq n_2 \geq \cdots \), then

\[
\dim \tilde{C} = \sum_i in_i - \chi(n_i)
\]

where \( \chi(n_i) = (n_i + 1)/2 \) for a summand \( V(n_i) \) and \( \chi(n_i) = n_i/2 \) for a summand \( W(n_i) \).

| \( V|x \)       | \( \dim \tilde{C} \) | \( \tilde{C}/R_u(\tilde{C}) \) |
|-----------------|---------------------|---------------------|
| \( W(n) \)      | \( 2n \)            | \( Sp_2 \)          |
| \( W(2) + W(n-2) \) | \( 2n + 8 \)           | \( Sp_2 \times Sp_2 \) |
| \( V(3) + V(2n-3) \) | \( n + 2 \)            | \( 2^2 \)            |
| \( V(3) + W(n-1) \) | \( 2n + 5 \)            | \( Sp_2 \times 2 \)     |

(Here we used the assumption that \( \dim V \geq 13 \) to avoid the configurations \( W(2)^3 \in \Omega_{12}^+(q) \) and \( V(3) + W(2)^2 \in \Omega_{11}(q) \).) Hence, if \( G = \Omega_{2n}(3) \), then \( |C_G(x)| \leq 3^{2n+2} \cdot |Sp_2(3)^2| \); if \( G = \Omega_{2n+1}(3) \), then \( |C_G(x)| \leq 3^{2n+2} \cdot 2|Sp_2(3)| \).
Now assume $x$ is non-unipotent and write $x = su$ as usual. We have

$$C_G(s) = (O_a(3) \times O_b(3) \times \prod GL_{a_i}'(3^{b_i})) \cap G,$$

where $a = \dim C_V(s)$ and $b = \dim C_V(-s)$. Since $GL_2(q) \leq SO_{2r}(q)$ in general, it follows that $b$ is even since $\det(s) = 1$.

Write $U = C_V(-s)$. Consider $U|u$. This is a sum of spaces of type $W(2k)$ and $V(2k + 1)$. Since $-1 \in \Omega_{4k}^+(3)$ (see [26, 2.5.13]), if $u_0$ is a unipotent element of type $W(2k)$, then

$$-u_0 = -(J_{2k}^2) \in \Omega_{4k}^+(3).$$

Moreover, for a unipotent element of type $\sum_{i=1}^m V(2r_i + 1)$ with $m \geq 4$, there exist $i, j$ such that the discriminant of the space $V(2r_i + 1) + V(2r_j + 1)$ is a square; so if $u_1$ is the corresponding unipotent element, then $-u_1 = -(J_{2r_i+1}, J_{2r_j+1}) \in \Omega_{2r_i+2r_j+2}(3)$ (again by [26, 2.5.13]).

It follows from these observations that for $\dim V = 2n$, the largest possibility for $|C_G(x)|$ arises when $U = V$ (i.e. $s = -1$) and $V|u$ is $V(1)^4 + W(n-2)$, in which case $\dim \tilde{C} = 2n + 10$ and $\tilde{C}/R_u(\tilde{C}) = Sp_2 \times O_4$, so that $|C_G(x)| \leq 3^{2n+1} \cdot |Sp_2(3) \times SO_4^+(3)| = 3^{2n+4} \cdot 2^{10}$, as in the conclusion. When $\dim V = 2n + 1$, the maximum is achieved when $a = 3$, $\dim U = b = 2n - 2$, $U^+|u = V(3)$ and $U|u = W(n - 1)$, in which case $\dim \tilde{C} = 2n - 1$, giving an upper bound for $|C_G(x)|$ which is smaller than that for the unipotent case.

(4) The case $q = 5$. Here we assume that $G = \Omega_{2n}^+(q)$ or $\Omega_{2n+1}(5)$ with $n \geq 4$. The only non-perfect groups $\Omega(W)$ are $\Omega_2(q)$ and $\Omega_3^+(q)$.

Assume that $\dim V = 2n$. For unipotent $x$, the indecomposables are $W(2k)$ and $V(2k + 1)$ as in the $q = 3$ case, and the only possibility for $V|x$ with $x$ unbreakable is $W(n)$, in which case $\dim \tilde{C} = 2n, \tilde{C}/R_u(\tilde{C}) = Sp_2$ and $|C_G(x)| \leq q^{2n-3} \cdot |Sp_2(q)|$. For $x = su$ non-unipotent, the maximum value of $|C_G(x)|$ occurs when $s = -1$ and $V|u = V(1)^2 + W(n-1)$, in which case $|C_G(x)| \leq q^{2n-1} \cdot |Sp_2(q) \times O_2^+(q)|$, which is the bound in the conclusion.

For $\dim V = 2n + 1$ the only unbreakable unipotent class is the regular class (corresponding to the indecomposable $V(2n + 1)$), which has centralizer of order $5^n$. For $x = su$ non-unipotent and unbreakable, $C_V(s)$ is a non-degenerate subspace of odd dimension on which $x$ acts as a unipotent element. Hence the unbreakability of $x$ forces $\dim C_V(s) = 2n - 1$ and $C_V(s)x = V(2n - 1)$, whence $|C_G(x)| \leq 5^{n-1} \cdot O_2^+(5) < 5^{n+1}$, as required.

This completes the proof of the proposition.

We also need a version of Proposition 5.15 for the 12-dimensional orthogonal groups over $\mathbb{F}_3$. 
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Lemma 5.16 \(\text{Let } G = \Omega_2^r(3) \text{ and let } x \in G \text{ be unbreakable. Then one of the following holds:}\)

(i) \(|C_G(x)| \leq 3 \cdot 16^6;\)

(ii) \(\epsilon = +, x = (J^g_2) \text{ or } -(J^g_2), \text{ and } x \text{ is a commutator in } G.\)

Proof The proof runs along similar lines to that of 5.15: the bound in (i) is achieved by unipotent \(u \in \Omega_2^r(3)\) with \(V|u = W(2) + W(4)\) and centralizer \(3^{14}.(Sp_2(3)^2);\) and the exceptional elements in (ii) come from the decomposition \(W(2)^3.\) (Note that \(x = -(I_4, J^g_2)\) with \(\epsilon = +, \text{ arising from the decomposition } -(V(1)^4 + W(4)), \text{ has larger centralizer than the bound in (i);} \text{ but this element is in fact breakable, since } -I_4 \text{ is a commutator in } \Omega_4^r(3).\) Finally, the elements in (ii) are commutators since they lie in a subgroup \(\Omega_4^r(3^3) \simeq SL_2(27) \circ SL_2(27),\) and every element in \(SL_2(27)\) is a commutator.

5.3 Proof of Theorem 5.1

The main step in the proof of Theorem 5.1 is the following.

Lemma 5.17 \(\text{Let } G \text{ be one of the orthogonal groups } \Omega_{2n+1}(q) (n \geq 1, q \text{ odd, } q < 7), \Omega_{2n}^+(q) (n \geq 2, q < 5) \text{ or } \Omega_{2n}^-(q) (n \geq 2, q < 7), \text{ excluding the groups } \Omega_3(3), \Omega_4^+(2), \Omega_4^+(3). \text{ Every unbreakable element of } G \text{ is a commutator.}\)

Proof We first sketch the structure of our proof, which is similar to that of Section 4 for symplectic groups.

Let \(G = \Omega_n^r(q)\) and let \(g \in G\) be unbreakable. By Lemma 3.1(iv), we may assume that \(n \geq 14\) if \(q = 2, n \geq 12\) if \(q = 3, \text{ and } n \geq 9\) if \(q = 4, 5, 7.\)

We want to show that

\[
\sum_{\chi \in \text{Irr}(G), \chi(1) > 1} \frac{\chi(g)}{\chi(1)} \leq 1,
\]

which implies that \(\sum_{\chi \in \text{Irr}(G)} \chi(g)/\chi(1) \neq 0\) and so \(g\) is a commutator in \(G\) by Lemma 2.5. We usually break this sum into two sub-sums:

\[
E_1(g) = \sum_{\chi \in \text{Irr}(G), 1 < \chi(1) \leq d(G)} \frac{\chi(g)}{\chi(1)}, \quad E_2(g) = \sum_{\chi \in \text{Irr}(G), \chi(1) > d(G)} \frac{\chi(g)}{\chi(1)},
\]

where \(d(G)\) is chosen suitably. We use the results of Section 5.1 to show that \(|E_1(g)|\) is small. We frequently use the bound

\[
|E_2(g)| < \frac{\sqrt{k(G) \cdot |C_G(g)|}}{d(G)}, \tag{14}
\]

which follows from Lemma 2.6. In applying (14), we use the bound on \(|C_G(g)|\) from Section 5.2; we also use the crude bound \(k(G) \leq 4k(\Omega_n^r(q)), \) where \(k(\Omega_n^r(q))\) is bounded by Proposition 2.7.
Case 1: $G = \Omega_{2n}^-(5)$, and $n \geq 5$.

First we assume that $n \geq 6$. Then $k(G) \leq 116 \cdot 5^n$ by 2.7, and $|C_G(g)| \leq 5^{2n} \cdot 288 \leq (2.304)5^{2n+3}$ by 5.15, whence $k(G) \cdot |C_G(g)| < 268 \cdot 5^{3n+3} < 5^{3n+7}$.

We choose $d(G) = 5^{4n-10}$. It follows using (14) that

$$|E_2(g)| < 5^{(3n+7)/2-(4n-10)} = 5^{(27-5n)/2} \leq 5^{-3/2} < 0.09.$$  

By Proposition 5.3, $E_1(g)$ involves $q + 4 = 9$ terms, and each has absolute value at most $(q + 1)/q^3$ by Proposition 5.12. Hence

$$|E_1(g)| \leq (q + 1)(q + 4)/q^3 \leq 0.432,$$

and so $|E_1(g) + E_2(g)| < 0.522$.

Next we consider the case $n = 5$ so $G = \Omega_{10}^-(5)$. The degrees of the irreducible complex characters of $SO_{10}(q)$ are available in [33]. Specializing to $q = 5$, we obtain that $k(SO_{10}^-(5)) = 5266$, whence $k(G) = 2633$ as $SO_{10}^-(5) = C_2 \times \Omega_{10}^-(5)$. By 5.15, $|C_G(g)| \leq 5^{10} \cdot 288$. Choosing $d(G) = 4 \cdot 5^9$, we get

$$|E_2(g)| < \sqrt{5^{10} \cdot 288 \cdot 2633/(4 \cdot 5^9)} < 0.35.$$  

By Propositions 5.3 and 5.12, $E_1(g)$ involves 9 terms, and each has absolute value at most $6/125$, whence $|E_1(g)| < 54/125$ and so $|E_1(g)| + |E_2(g)| < 0.79$.

Case 2: $G = \Omega_{2n+1}^-(5)$, and $n \geq 4$.

Here $k(G) \leq 2k(SO_{2n+1}(5)) \leq 5^n \cdot (14.76)$ by 2.7, and $|C_G(g)| \leq 5^{n+1}$ by 5.15. First suppose that $n \geq 5$ and choose $d(G) = 5^{4n-8}$. It follows that

$$|E_2(g)| < 5^{(2n+1)/2-(4n-8)} \cdot \sqrt{14.76} < 0.01.$$  

By Theorem 5.3, $E_1(g)$ involves 9 terms, and each has absolute value at most $6/125$ by Theorem 5.12. Hence $|E_1(g)| \leq 54/125$ and so $|E_1(g) + E_2(g)| < 0.5$.

Next we assume that $n = 4$ and choose $d(G) = 4^{10}$. By 5.15, $|C_G(g)| \leq 5^5$. It follows that

$$|E_2(g)| < \sqrt{5^5 \cdot 5^4 \cdot (14.76)/4^{10}} < 0.01.$$  

The degrees of the irreducible complex characters of $Spin_9(5)$ are available in [33]. Using this list, it is straightforward to check that $G$ has at most 13 nontrivial irreducible characters of degree at most $4^{10}$, and all have degree at least 16276. Hence $|E_1(g)| \leq \sqrt{5^5 \cdot 13/16276} < 0.02$, and so $|E_1(g) + E_2(g)| < 0.03$.

Case 3: $G = \Omega_{2n+1}(3)$, and $n \geq 6$.  
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Here \( k(G) \leq 2k(SO_{2n+1}(3)) \leq 3^n \cdot (14.76) \) by 2.7, and \( |C_G(g)| \leq 3^{2n+3} \cdot 16 \) by 5.15, whence \( k(G) \cdot |C_G(g)| < 3^{3n+3} \cdot 237 < q^{3n+8} \). We choose \( d(G) = q^{4n-8} \). It follows that

\[
|E_2(g)| < q^{(3n+8)/2-(4n-8)} = q^{24-5n}/2 \leq q^{-3} < 0.04.
\]

By Proposition 5.3, \( E_1(g) \) involves 7 terms, and each has absolute value at most 1/20 by Proposition 5.12. Hence \( |E_1(g)| \leq 7/20 \) and so \( |E_1(g) + E_2(g)| < 0.39 \).

**Case 4a:** \( G = \Omega_{2n}^{\pm}(3) \), and \( n \geq 7 \).

We choose \( d(G) = 3^{4n-10} \). By Proposition 5.3, \( E_1(g) \) involves 7 terms, and each has absolute value at most 1/20 by Proposition 5.12. Hence \( |E_1(g)| \leq 7/20 \).

Assume \( n \geq 8 \). Then \( k(G) \leq 3^n \cdot 116 \) by 2.7, and \( |C_G(g)| \leq 3^{2n+4} \cdot 2^{10} \) by 5.15, whence \( k(G) \cdot |C_G(g)| < 3^{3n+4} \cdot 2^{10} \cdot 116 < q^{3n+15} \). It follows that

\[
|E_2(g)| < q^{(3n+15)/2-(4n-10)} = q^{35-5n}/22 \leq q^{-5/2} < 0.07,
\]

and so \( |E_1(g) + E_2(g)| < 0.42 \).

Assume \( n = 7 \). Then \( k(G0_{2n}^{\pm}(3)) < 3^n \cdot 7 \) by Lemma 2.8, and so \( k(G) < 3^n \cdot 28 \). Thus

\[
|E_2(g)| < \sqrt{3^{3n+1} \cdot 2^{10} \cdot 28} < 0.41,
\]

whence \( |E_1(g) + E_2(g)| < 0.76 \).

**Case 4b:** \( G = \Omega_{12}^{\pm}(3) \).

We choose \( d(G) = 3^{14} \). As in Case 4a, \( E_1(g) \) involves 7 terms, and each has absolute value at most 1/20 by Proposition 5.12. Hence \( |E_1(g)| \leq 7/20 \).

We break \( E_2(g) \) into two sub-sums:

\[
E_3(g) = \sum_{\chi \in \text{Irr}(G), \ 3^{14} < \chi(1) \leq 3^{15}} \frac{\chi(g)}{\overline{\chi(1)}}, \quad E_4(g) = \sum_{\chi \in \text{Irr}(G), \ \chi(1) > 3^{15}} \frac{\chi(g)}{\overline{\chi(1)}}.
\]

By (14), \( |E_4(g)| < \sqrt{k(G) \cdot |C_G(g)|}/3^{15} \). By Lemma 2.8, \( k(G0_{12}^{\pm}(3)) < 3^6 \cdot 16 \), and so \( k(G) < 3^6 \cdot 25.6 \). By Lemma 5.16 we may assume that \( |C_G(g)| \leq 3^{16} \cdot 26 \). It follows that

\[
|E_4(g)| < \sqrt{3^{22} \cdot 26 \cdot 25.6} < 0.5.
\]

On the other hand, by Proposition 5.3 there are at most 15 terms in \( E_3(g) \). The Cauchy-Schwarz inequality yields \( |E_3(g)| < \sqrt{15 \cdot |C_G(g)|}/3^{14} < 0.05 \). Consequently,

\[
|E_1(g) + E_2(g)| \leq |E_1(g)| + |E_3(g)| + |E_4(g)| < 0.9.
\]
Case 5: $G = \Omega^\pm_{2n}(4)$, and $n \geq 5$.

Here $k(G) \leq 2k(GO^\pm_{2n}(4)) \leq 4^n \cdot 35$ by 2.7, and $|C_G(g)| \leq 4^{2n-3} \cdot 60$ by 5.15, whence $k(G) \cdot |C_G(g)| < 4^{3n-6} \cdot 2100$. We choose $d(G) = 2^{4n-10}$. It follows that

$$|E_2(g)| < 4^{(3n-3)/2 - (4n-10)} \cdot \sqrt{2100} = q^{(17-5n)/2} \cdot \sqrt{2100} < 0.18.$$ 

By Proposition 5.4, $E_1(g)$ involves at most 10 characters, and each has degree $> 4^{2n-3}$. The Cauchy-Schwarz inequality yields

$$|E_1(g)| < \sqrt{10 \cdot |C_G(g)|/4^{2n-3}} = \sqrt{600/2^{2n-3}} < 0.2.$$ 

Consequently $|E_1(g) + E_2(g)| < 0.38$.

Case 6: $G = \Omega^\pm_{2n}(2)$, and $n \geq 7$.

Here $k(G) \leq 2k(GO^\pm_{2n}(2)) \leq 2^n \cdot 35$ by 2.7, and $|C_G(g)| \leq 2^{2n+6} \cdot 3$ by 5.15, whence $k(G) \cdot |C_G(g)| < 2^{3n+6} \cdot 105$. We choose $d(G) = 2^{4n-10}$. It follows that

$$|E_2(g)| < 2^{(3n+6)/2 - (4n-10)} \cdot \sqrt{105} = 2^{(26-5n)/2} \cdot \sqrt{105} < 0.46.$$ 

By Proposition 5.14, $|E_1(g)| \leq 7/2^5 < 0.22$, whence $|E_1(g) + E_2(g)| < 0.68$.

In all cases, we have shown that $|\sum_{\chi \in \text{Irr}(G) \backslash \{1_G\}} \chi(g)/\chi(1)| < 1$, and hence that $g$ is a commutator.

Theorem 5.1 now follows from Lemmas 5.17 and 2.9.

6 Unitary groups

In this section we prove the following result, which together with Lemma 2.4, implies Ore’s conjecture for the unitary groups.

Theorem 6.1 Let $G = SU_n(q)$ with $n \geq 3$, excluding $SU_3(2)$. Then every element of $G$ is a commutator.

Our proof differs from that for the symplectic and orthogonal groups: the bounds for centralizers of unbreakable elements in unitary groups are much weaker than for the other types, making the character theoretic part of that approach unworkable.

Instead, we use a more direct approach. Given $X \in G = SU_n(q)$, we find $B, C \in G$ such that $XB = C$ and $B, C$ are conjugate. This obviously implies that $X$ is a commutator. Here is a rough sketch of our approach to
solving the equation $XB = C$. We write $X = \text{diag}(X_1, \ldots, X_k)$ in diagonal block form, where the blocks $X_i$ are indecomposable matrices in $GU_{n_i}(q)$ (indecomposable meaning that each $X_i$ does not fix a proper non-degenerate subspace of the unitary $n_i$-space). We then attempt to solve equations of the form $X_iB_i = C_i$, where $B_i$ and $C_i$ are both matrices in $GU_{n_i}(q)$ with diagonal block form $\text{diag}(b, J_{n_i-1})$ with $b$ a scalar (and of course we require $\det(C_i) = \det(X_i)\det(B_i)$). If we can solve such an equation, we say that $X_i$ has the $(b, J)$-property. Taking $B, C$ to be the block diagonal sum of the resulting matrices $B_i, C_i$, we obtain a solution to our original equation $XB = C$.

The approach hinges on establishing both the $(b, J)$-property for indecomposable matrices in $GU_{n}(q)$, and also a variant called the $(a, b, J)$-property which ensures that the determinants of the final matrices $B, C$ are 1. We prove these properties for $n \geq 7$ in Section 6.2, and some variants for $q = 2$ and 3 in Sections 6.3 and 6.4. The proofs are character theoretic, based on a substantial amount of new information about characters of unitary groups of low degree obtained in Section 6.1. For dimensions $n < 7$ we study the $(b, J)$- and $(a, b, J)$-properties using computational methods. This is a manageable task, since we can assume that $q \leq 7$ by Lemma 2.4. To complicate matters, however, it turns out that for small $n, q$, there are many elements of $GU_{n}(q)$ which do not have the $(b, J)$- or $(a, b, J)$-properties. This leads to several technical complications in the proof of Theorem 6.1, which is finally completed in Section 6.5.

6.1 Characters of small degree

In this section, we study irreducible complex characters of relatively small degrees of the unitary groups $GU_{n}(q)$, $n \geq 7$. The main result is Proposition 6.6.

Our approach uses the theory of dual pairs in similar fashion to the proofs for orthogonal groups in Section 5.1. We consider the dual pair $S \times G$ inside $\Gamma := GU_{2n}(q)$, where $S = GU_2(q)$ and $G \in \{SU_n(q), GU_n(q)\}$, and

$$\omega(g) = \zeta_{2n,q}(g) = (-q)^{\dim \ker_{F_q^2}(g-1)}$$

is a reducible Weil character of $GU_{2n}(q)$, of degree $q^{2n}$ (see [48]). More precisely, we view $S$ as $GU(U)$, where $U = \langle e, f \rangle_{F_{q^2}}$ is endowed with the Hermitian form $(\cdot, \cdot)$, and Gram matrix $\text{diag}(1, 1)$ in the basis $\{e, f\}$. Next, $GU_n(q)$ means $GU(W)$, where $W = \langle v_1, \ldots, v_n \rangle_{F_{q^2}}$ is endowed with the Hermitian form $(\cdot, \cdot)$, and Gram matrix $\text{diag}(1, 1, \ldots, 1)$ in the basis $\{v_1, \ldots, v_n\}$. Now we consider $V = U \otimes W$ with the Hermitian form $(\cdot, \cdot)$ defined via $(u \otimes w, u' \otimes w') = (u, u') \cdot (w, w')$ for $u \in U$ and $w \in W$. The action of $S \times G$ on $V$ induces a homomorphism $S \times G \rightarrow \Gamma := GU(V)$. 
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Lemma 6.2 Let $n \geq 4$ if $G = GU_n(q)$ and $n \geq 5$ if $G = SU_n(q)$. Under the above assumptions,
\[(\omega|_G, \omega|_G)_G = (q+1)(q^3 + 1)\]
Further, $(\omega|_G, 1_G)_G = q + 1$.

Proof Let $A$ be the matrix of $g \in G$ in the basis \{v_1, \ldots, v_n\} of $W$. Then $g$ has matrix $\text{diag}(A, A)$ in the basis \{e \otimes v_i, f \otimes v_i\} of $V$. It follows that $\omega(g)$ is the number of $g$-fixed points on $W$, and $\omega^2(g)$ is the number of $g$-fixed points on the set $W \times W$. Hence $(\omega|_G, 1_G)_G$ is the number of $G$-orbits on $W$, which is $q + 1$. Next, $(\omega|_G, \omega|_G)_G$ equals the number of $G$-orbits on $W \times W$. Using Witt’s theorem and the assumptions on $n$, one can show that $G$ has exactly $(q+1)(q^3 + 1)$ orbits on $W \times W$, with the following representatives: $(0, 0)$, $(v, \lambda v)$ where $\lambda \in \mathbb{F}_q^\times$, $0 \neq v \in V$ and $(v, v) = \mu \in \mathbb{F}_q$, $(0, v)$ where $0 \neq v \in V$ and $(v, v) = \mu \in \mathbb{F}_q$, and $(u, v)$ where $u, v \in V$ are linearly independent and $(\cdot, \cdot)$ has Gram matrix
\[
\begin{pmatrix}
  a & b \\
  b^t & c
\end{pmatrix}
\] with $a, c \in \mathbb{F}_q$ and $b \in \mathbb{F}_q^2$.

Proposition 6.3 Assume that $S = GU_2(q)$, $q$ any prime power, and $G = GU_n(q)$ with $n \geq 4$ or $G = SU_5(q)$ with $n \geq 5$. Then the restriction $\zeta_{2n,q}|_{S \times G}$ of the reducible Weil character $\zeta_{2n,q}$ of degree $q^{2n}$ of $GU_{2n}(q)$ decomposes as $\sum_{\alpha \in \text{Irr}(S)} \alpha \otimes D_\alpha$, where the characters $D_\alpha := D_\alpha - k_\alpha \cdot 1_G$ are all irreducible and distinct, for some $k_\alpha \in \{0, 1\}$. Further, $k_\alpha = 1$ precisely when $\alpha = 1_S$ or $\alpha$ is the Steinberg character $St$ of $S$.

Proof 1) Apply Lemma 5.5 to the character $\omega = \zeta_{2n,q}$, and define $l_\alpha := (D_\alpha, 1_G)_G$ and $D_\alpha^0 := D_\alpha - l_\alpha \cdot 1_G$. By Lemma 6.2, $\sum_{\alpha \in \text{Irr}(S)} \alpha(1) |_\alpha = q + 1$,
\[
\omega|_G = (q+1) \cdot 1_G + \sum_{\alpha \in \text{Irr}(S)} \alpha(1) D_\alpha^0,
\]
and $(D_\alpha^0, 1_G)_G = 0$ for all $\alpha$. Again by Lemma 6.2,
\[
\sum_{\alpha \in \text{Irr}(S)} \alpha(1)^2 = |S| = (q+1)(q^3 - q) = \left( \sum_{\alpha \in \text{Irr}(S)} \alpha(1) D_\alpha^0, \sum_{\alpha \in \text{Irr}(S)} \alpha(1) D_\alpha^0 \right)_G.
\]
It follows that all $D_\alpha^0$, $\alpha \in \text{Irr}(S)$, must be irreducible and distinct, if all of them have positive degrees.

2) The character table of $S$ is well known, see e.g. [13]. We use the same labelling for the irreducible characters: $\chi^{(t)}_1$ of degree 1 (where $1 \leq t \leq q+1$; in particular, $\chi^{(q+1)}_1 = 1_S$), $\chi^{(t)}_q$ of degree $q$ (where $1 \leq t \leq q + 1$; in particular, $\chi^{(q+1)}_q$ is the Steinberg character), $\chi^{(t,u)}_{q-1}$ of degree $q - 1$ (where
1 \leq t \neq u \leq q + 1 and \( \chi_{q-1}^{(t,u)} = \chi_{q-1}^{(u,t)} \), and \( \chi_{q+1}^{(t)} \) of degree \( q + 1 \) (where \( 1 \leq t \neq u \leq q^2 - 2 \) and \( t \not\in (q - 1)\mathbb{Z} \)). It is straightforward to compute \( D_\alpha(1) = (\omega|S, \alpha)_S \). In particular, \( D_\alpha(1) > q + 1 \) and so \( D_\alpha^0(1) > 0 \) for all \( \alpha \in \text{Irr}(S) \). Hence the \( D_\alpha^0 \) are all irreducible and distinct. It remains to prove that \( l_\alpha = k_\alpha \), where the integers \( k_\alpha \) are defined in the statement.

The degrees of \( D_\alpha \) and the integers \( k_\alpha \) are listed in Table III. Observe that \( \omega|G \) contains the rank 3 permutation character of \( G \) (on singular 1-spaces of \( W \)). The degrees of the irreducible constituents of the latter are well known (see e.g. [42]). It follows in particular that for each \( \beta \in \{1_G, St\} \) there is some \( \alpha \) such that \( D_\alpha^0 \) has degree \( D_\beta(1) - 1 \). Thus \( |D_\alpha(1) - D_\beta(1)| = |l_\alpha - 1| \leq q. \) First we assume that \( \beta = St \). It is easy now to check that \( |D_\alpha(1) - D_\beta(1)| > q + 1 \) for \( \alpha \neq St \), whence \( \alpha = St \). Next we assume that \( \beta = 1_G \). Since \( l_{St} = 1 \) and \( \sum_{\gamma \in \text{Irr}(S)} l_\gamma(1) = q + 1 \), we conclude that \( \alpha(1) = 1 \). A short computation reveals that \( \alpha = 1_G \).

\[ \begin{array}{|c|c|c|c|} \hline \alpha & \alpha(1) & D_\alpha(1) & k_\alpha \\ \hline 1_G & 1 & (q^n - (-1)^n)(q^{n-1} - (-1)^n q^2)/(q + 1)(q^2 - 1) + 1 & 1 \\ \hline \chi_1^{(t)}, t \neq q + 1 & q & (q^n - (-1)^n)(q^{n-1} + (-1)^n)/(q + 1)(q^2 - 1) & 0 \\ \hline St & q & (q^n + (-1)^n q)(q^n - (-1)^n q^2)/(q + 1)(q^2 - 1) + 1 & 1 \\ \hline \chi_1^{(q-1)}, t \neq q + 1 & q & (q^n - (-1)^n)(q^n q^2)/(q + 1)(q^2 - 1) & 0 \\ \hline \chi_1^{(t)}, t, u \neq q + 1 & q - 1 & (q^n - (-1)^n)(q^{n-1} + (-1)^n q)/(q + 1)^2 & 0 \\ \hline \chi_1^{(t)}, t, u \neq q + 1 & q - 1 & (q^n - (-1)^n)(q^{n-1} + (-1)^n)/(q + 1)^2 & 0 \\ \hline \end{array} \]

Direct computation yields the following.

**Lemma 6.4** In the notation of Proposition 6.3, for any \( \alpha \in \text{Irr}(GU_2(q)) \),

\[ D_\alpha^0(1) > \kappa \cdot \frac{q^{2n-1} \alpha(1)}{(q + 1)(q^2 - 1)} \]

where \( \kappa > 1 - 1/q^{n-3} \).

For completeness and future reference, we prove (in the notation of the proof of Proposition 6.3):

**Proposition 6.5** Let \( q \) be any prime power and consider the subgroup \( K = SU_4(q) \) of \( G = GU_4(q) \). Consider the irreducible constituents \( D_\alpha^0 \) of \( \zeta_{8,q}|G \) as in Proposition 5.8. The following statements hold.
\(\chi\) characters among \(D\) singular 2-space, splits into \(q\) reducible characters of degree 1 + \(q\) by the Cauchy-Schwarz inequality. It follows that (ii) and (iii) follow.

\(D\)  

1) The proof of Lemma 6.2 yields that \((\omega|_K, 1)_K = q + 1\). However the number of \(K\)-orbits on \(W \times W\), and so \((\omega|_K, \omega|_K)_K\), equals \((q + 1)(q^3 + 1) + q\), since the single \(G\)-orbit on the pairs \((u, v)\), where \((u, v) \notin \varphi_\omega\) is a totally singular 2-space, splits into \(q + 1\) \(K\)-orbits. Thus (i) is proved.

Since \(\omega\) is real-valued, the formula for \(D_\alpha\) in Lemma 5.5 implies that \(\overline{D}_\alpha = D_\pi\). Notice that \(D_\alpha = D_\alpha^o\) has degree \((q^2 + 1)(q^2 - q + 1)\) for \(\alpha = \chi_1^{(t)}\) with \(1 \leq t \leq q\). Assume in addition that \(q = 2\). Then (iii) obviously holds, as \(G = K \times \mathbb{Z}_3\). Further, for the aforementioned \(\alpha\), \(D_\alpha(1) = 15\) and so it is real-valued by [8], whence \(D_\alpha = D_\pi\). Together with (i), this implies (ii).

Henceforth we assume \(q > 2\).

2) Again we focus on \(D_\alpha = D_\alpha^o\), where \(\alpha = \chi_1^{(t)}\) with \(1 \leq t \leq q\). Since \(D_\alpha(1) = (q^2 + 1)(q^2 - q + 1)\) and \(q > 2\), \(D_\alpha\) must be one of the irreducible characters \(\chi_{22}(k, l)\) of \(G = GU_4(q)\), \(1 \leq k \neq l \leq q + 1\), listed in [39]. Hence

\[D_\pi = \overline{D}_\alpha = \overline{\chi}_{22}(k, l) = \chi_{22}(q + 1 - k, q + 1 - l).\]

But, in the notation of [39], \(\chi_{22}(k, l) = \chi_{22}(q + 1 - k, q + 1 - l) \cdot \chi_1(k + l)\), where \(\chi_1(k + l)\) has degree 1 and so it is trivial on \(K\). We have shown that \(D_\alpha|_K = \overline{D}_\alpha|_K\) when \(\alpha(1) = 1\) but \(\alpha \neq 1_S\). Let \(\rho_1, \ldots, \rho_s\) be all the distinct characters among \(D_\alpha|_K\) with \(\alpha \neq \overline{\alpha}\) and \(\alpha(1) = 1\), each appearing with multiplicity \(m_1, \ldots, m_s\), respectively. In particular, \(m_i \geq 2\) for all \(i\).

3) Assume \(q\) is even and > 2. Then \(\sum_{i=1}^s m_i = q\), while (i) implies that

\[\left( \sum_{i=1}^s m_i \rho_i, \sum_{i=1}^s \rho_i \right)_K \leq 2q.\]

Hence \(s \leq q/2\), and

\[2q \geq \sum_{i=1}^s m_i^2 \geq \left( \sum_{i=1}^s m_i \right)^2 / s \geq q^2 / (q/2)\]

by the Cauchy-Schwarz inequality. It follows that \(s = q/2, m_i = 2\) for all \(i\), and so (ii) and (iii) follow.

4) Now assume that \(q\) is odd. Then \(\sum_{i=1}^s m_i = q - 1\), while (i) implies
by the Cauchy-Schwarz inequality. It follows that
\[ s \leq (q - 1)/2, \] for all \( i \). If some \( \rho_i \) is reducible, then
\[ \left( \sum_{i=1}^{s} m_i \rho_i, \sum_{i=1}^{s} m_i \rho_i \right)_K \leq 2q - 1. \] Hence \( s \leq (q - 1)/2, \) and
\[ 2q - 1 \geq \sum_{i=1}^{s} m_i^2 \geq \left( \sum_{i=1}^{s} m_i \right)/s \geq (q - 1)^2/((q - 1)/2) = 2q - 2 \]
violating (i). The same happens if \((\rho_i, \rho_j)_K \neq 0\) for some \( i \neq j \). Thus all the
characters \( \rho_i, 1 \leq i \leq (q - 1)/2, \) are distinct and irreducible. Together with (i), this also
implies that \( D_\alpha^K \) is reducible for all \( \alpha \) with \( \alpha(1) > 1 \). Recall that \( D_1^K \), one of the two nontrivial irreducible constituents of the rank 3
permutation character of \( G \), restricts irreducibly to \( K \).

Let \( \gamma = \chi_{\xi, q}^{(1)} \). We claim that \( D_\gamma|_K \) is the sum of two distinct
irreducible characters of degree \((q + 1)(q^2 + 1)/2\) (and so (ii) and (iii) follow).
It suffices to show that \( D_\gamma|_K \) is reducible. Assume the contrary. If \( D_\gamma|_K = D_{\beta}^\alpha|_K \) for some \( \beta \neq \gamma \), then \( (\omega|_K, \omega|_K) > (q + 1)(q^3 + 1) + q \), which
contradicts (i). If \( D_\gamma|_K \neq D_{\beta}^\alpha|_K \) for any \( \beta \neq \gamma \), then \( (\omega|_K, \omega|_K) \neq (q + 1)(q^3 + 1) + q \),
which also contradicts (i).

Recall (see [48]) that, for \( n \geq 3 \), \( GU_n(q) \) has \((q + 1)^2\) irreducible Weil
characters, each of which is a product of a character of degree 1 of \( GU_n(q) \) and one of the following characters
\[ \zeta_{n, q}^i(g) = \frac{(-1)^n}{q + 1} \sum_{j=0}^{q} \xi_{ij}(-q)^{\dim_{q^2} \text{Ker}(g - \xi^j)}, \]
with \( 0 \leq i \leq q \). We fix a primitive \((q + 1)^{\text{th}}\)-root \( \tilde{\xi} \) of unity in \( \mathbb{C} \) and a
primitive \((q + 1)^{\text{th}}\)-root \( \xi \) of unity in \( \mathbb{F}_{q^2} \), and take the dimension of the
\( \xi^j \)-eigenspace of \( g \) acting on the natural module \( \mathbb{F}_{q^2} \) for \( GU_n(q) \).

The main result of this section is the following:

**Proposition 6.6** Let \( n \geq 7 \), \( q = p^f \), \( G := GU_n(q) \), and let
\[ D := \begin{cases} \frac{(q^n - (-1)^n)(q^{n-1} - (-1)^{n-1})(q^{n-2} - (-1)^{n-2})}{(q+1)(q^2-1)(q^3+1)}, & n \text{ even}, \\ \frac{(q^n - (-1)^n)(q^{n-1} - (-1)^{n-1})(q^{n-2} - (-1)^{n-2})}{(q+1)(q^2-1)(q^3+1)}, & n \text{ odd}. \end{cases} \]
Assume that \( \chi \in \text{Irr}(G) \) and \( \chi(1) < D \). Then one of the following holds.
(i) \( \chi \) is one of \( q + 1 \) irreducible characters of degree 1 of \( G \);
(ii) $\chi$ is one of $(q + 1)^2$ irreducible Weil characters of $G$;

(iii) $\chi = \lambda \tau$, where $\lambda \in \text{Irr}(G)$ has degree 1, and $\tau$ is one of the irreducible characters $D^\alpha$ defined in Proposition 6.3 for $G$.

**Proof**  This goes a little beyond [47, Theorem 4.1] and is proved by the same method, using Lusztig’s classification of irreducible characters of $GU_n(q)$ (see [10]). We omit the details. Comparing with Proposition 6.3, we see that the characters $\chi \in \text{Irr}(G)$ with $\chi(1) < D$ are precisely those listed in (i) and (ii), plus $q + 1$ characters of degree $D^\alpha(1)$ for each $\alpha \in \text{Irr}(GU_2(q))$. On the other hand, since $n \geq 7$, Proposition 6.3 also implies that the restrictions of $D^\alpha$ to $SU_n(q)$, where $\alpha \in \text{Irr}(GU_2(q))$, are all distinct and irreducible. By Clifford theory for cyclic extensions, the characters $\tau D^\alpha$, where $\tau \in \text{Irr}(GU_n(q)/SU_n(q))$ and $\alpha \in \text{Irr}(GU_2(q))$, are all distinct and irreducible. The result follows. ■

6.2 The $(b, J)$- and $(a, b, J)$-properties for $GU_n(q)$ with large $n$

Define $X \in GU_n(q) = GU(V)$ to be indecomposable if $X$ cannot be embedded in any natural subgroup $GU_m(q) \times GU_{n-m}(q)$ with $1 \leq m \leq n - 1$; namely, $X$ is indecomposable if it does not fix a proper non-degenerate subspace of $V$.

Write $F_0 = \{a \in F_{q^2} : a^{q+1} = 1\}$.

**Definition** (1) For $A \in GU_n(q)$ and $b \in F_0$, we say that $A$ has the $(b, J)$-property if there are matrices $B, C \in GU_n(q)$ such that $AB = C$, $B$ is conjugate (in $GU_n(q)$) to the block diagonal matrix $\text{diag}(b, J_{n-1})$, and $C$ is conjugate to $\text{diag}(b|A|, J_{n-1})$.

(2) For $A \in GU_n(q)$ and $a, b \in F_0$, we say that $A$ has the $(a, b, J)$-property if there are matrices $B, C \in GU_n(q)$ such that $AB = C$, $B$ is conjugate to $\text{diag}(a|A|, b, J_{n-2})$, and $C$ is conjugate to $\text{diag}(a|A|, b, J_{n-2})$.

We now use the results of Section 6.1 to establish the $(b, J)$- and $(a, b, J)$-properties for indecomposable elements of $GU_n(q)$.

**A. Preliminaries**

Let $V = F_{q^2}^n$ denote the natural module for $G = GU_n(q)$. For $\alpha \in F_{q^2}^\times$, let $e(g, \alpha)$ denote $\dim_{F_{q^2}} \ker(g - \alpha)$, the dimension of the $\alpha$-eigenspace of $g$ acting on $V \otimes_{F_{q^2}} F_{q^2}$.

We begin with the following observation.

**Lemma 6.7** If $g \in G := GU_n(q)$ is indecomposable, then $|C_G(g)| \leq (q + 1)q^{n-1}$. For $\alpha \in F_{q^2}^\times$, exactly one of the following holds.
(i) \(e(g, \alpha) = 0\), except possibly for one value of \(\alpha\): in this exceptional case \(\alpha \in F_0\) and \(e(g, \alpha) = 1\).

(ii) \(e(g, \alpha) = 0\), except possibly for two values \(\alpha \in \{\lambda, \lambda^{-q}\}\) with \(\lambda \notin F_0\), for which \(e(g, \alpha) = 1\).

**Proof**  Write \(g = su\) with \(s\) the semisimple part and \(u\) the unipotent part. For irreducible polynomial \(f(t) \in \mathbb{F}_{q^2}[t]\) with nonzero root \(\lambda\), denote by \(\hat{f}\) the unique irreducible polynomial with root \(\lambda^{-q}\). The indecomposability of \(g\) implies that one of the following two cases must occur.

(a) \(s\) has characteristic polynomial \(f^k\) on \(V\), for some irreducible polynomial \(f \in \mathbb{F}_{q^2}[t]\) of odd degree \(r\), with \(f(0) \neq 0\) and \(f = \hat{f}\). In this case, \(C_G(s) = GU_k(q^r)\). Further, considered as an element of \(GU_k(q^r)\), \(u\) has only one Jordan block \(J_k\) of size \(k\). It follows that

\[
C_G(g) = C_{GU_k(q^r)}(u) = C_{GU_k(q^r)}(J_k)
\]

has order \(q^{r(k-1)}(q^r + 1) \leq (q + 1)q^{n-1}\) (since \(n = kr\)). Let \(\lambda\) be a root of \(f\). Then all the eigenvalues of \(g\) on \(V\) are \(\lambda^{q^i}\) with \(i \geq 0\). Since \(\deg(f) = r\) and \(f = \hat{f}\), \(\lambda^{q^i+1} = 1\) but \(\lambda \notin \mathbb{F}_{q^{2j}}\) for any \(1 \leq j < r\). Therefore \(e(g, \alpha)\) can be nonzero only when \(r = 1\) and \(\alpha = \lambda\), in which case it equals 1.

(b) \(s\) has characteristic polynomial \(f^k \hat{f}^k\) on \(V\), for some irreducible polynomial \(f \in \mathbb{F}_{q^2}[t]\) of degree \(r\), with \(f(0) \neq 0\) and \(f \neq \hat{f}\). In this case, \(C_G(s) = GL_k(q^{2r})\). Further, considered as an element of \(GL_k(q^{2r})\), \(u\) has only one Jordan block \(J_k\) of size \(k\). It follows that

\[
C_G(g) = C_{GL_k(q^{2r})}(u) = C_{GL_k(q^{2r})}(J_k)
\]

has order \(q^{2r(k-1)}(q^{2r} - 1) < q^n\) (since \(n = 2kr\)). Let \(\lambda\) be a root of \(f\). Then all the eigenvalues of \(g\) on \(V\) are \(\lambda^{(-q)^i}\) with \(i \geq 0\). Since \(\deg(f) = r\), \(\lambda \notin \mathbb{F}_{q^{2j}}\) for any \(1 \leq j < r\). Therefore \(e(g, \alpha)\) can be nonzero only when \(r = 1\) and \(\alpha \in \{\lambda, \lambda^{-q}\}\), in which case it equals 1. In the exceptional case, \(\lambda^{r+1} \neq 1\) since \(f \neq \hat{f}\). □

We aim to show that, for any indecomposable \(X \in G = GU_n(q)\), one can find \(B_1\) and \(C_1\), such that \(XB_1 = C_1\) where \(B_1\), resp. \(C_1\), is \(G\)-conjugate to a fixed element \(B\), resp. to a fixed element \(C\). It is well known that this is equivalent to showing that

\[
\sum_{\chi \in \text{Irr}(G)} \frac{\chi(X)\chi(B)\overline{\chi(C)}}{\chi(1)} \neq 0. \tag{17}
\]

If \(n \geq 7\), then Proposition 6.6 implies that we can break the sum on the left hand side of (17) into 4 sub-sums:
• $\sum^1$ involving only $\chi$ with $\chi(1) = 1$ (case (i) of Proposition 6.6),
• $\sum^2$ involving the $(q + 1)^2$ irreducible Weil characters of $G$ (case (ii) of Proposition 6.6),
• $\sum^3$ involving precisely the characters $\chi$ belonging to case (iii) of Proposition 6.6, and
• $\sum^4$ involving only $\chi$ with $\chi(1) \geq D$, where $D$ is defined in Proposition 6.6.

Since $B$ and $C$ are chosen so that $\det(X)\det(B) = \det(C)$, we have $\chi(X)\chi(B)\chi(C) = 1$ whenever $\chi(1) = 1$, and so $\sum^1 = q + 1$. Thus it suffices to show

$$|\sum^2| + |\sum^3| + |\sum^4| < q + 1. \quad (18)$$

Observe that $|\chi(X)| \leq |C_G(X)|$; on the other hand, by the Cauchy-Schwarz inequality,

$$\sum_{\chi \in \text{Irr}(G)} |\chi(B)| \cdot |\chi(C)| \leq \sqrt{\sum_{\chi} |\chi(B)|^2 \cdot \sum_{\chi} |\chi(C)|^2} = \sqrt{|C_G(B)| \cdot |C_G(C)|}.$$ 

Hence we deduce that

$$|\sum^4| \leq \frac{|C_G(X)| \cdot |C_G(B)| \cdot |C_G(C)|)^{1/2}}{D} \quad (19).$$

B. Character estimates

Throughout the rest of this section, the elements $B, C$ are chosen to be $G$-conjugate to elements of the form

$$\text{diag}(a, J_{n-1}) \ (a \in F_0) \text{ or diag}(a, b, J_{n-2}) \ (a, b \in F_0, (a, b) \neq (1, 1)).$$

For brevity, we refer to all such conjugates (including $\text{diag}(a, J_{n-1})$) as $(a, b, J)$-elements.

**Lemma 6.8** Let $n \geq 4$ and let $g \in G := GU_n(q)$ be an $(a, b, J)$-element. Then $|C_G(g)| \leq (q + 1)^3 q^{n-1}$. If $\alpha \in F_q^\times$, then $e(g, \alpha) > 0$ for at most three values of $\alpha$. In fact, if $e(g, \alpha) > 0$ for some $\alpha \in F_q^\times$, then $\alpha \in F_0$ and one of the following holds:

(i) $e(g, \alpha) = 2$ for at most one value of $\alpha$ (which may depend on $g$). Further, $\dim_{F_q} (\text{Im}(g - \alpha) \cap \text{Ker}(g - \alpha)) \leq 1$.

(ii) $e(g, \alpha) \leq 1$. 
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Proof It is obvious that \( e(g, \alpha) = 0 \) if \( \alpha \notin F_0 \), since all eigenvalues of \( g \) belong to \( F_0 \). In what follows we assume that \( \alpha \in F_0 \).

First we consider the case where \( g \) is conjugate to \( \text{diag}(a, J_{n-1}) \) with \( a \in F_0 \). Then \( |C_G(g)| \) is \((q + 1)^2q^n\) if \( a = 1 \) and \((q + 1)^2q^{n-2}\) if \( a \neq 1 \). Next, \( e(g, \alpha) \) equals 2 if \( \alpha = a = 1 \), and is at most 1 otherwise. Further, \( \dim_{\mathbb{Q}_2}(\text{Im}(g - \alpha) \cap \text{Ker}(g - \alpha)) = 1 \) in the former case.

Now we consider the case where \( g \) is conjugate to \( \text{diag}(a, b, J_{n-2}) \) with \( a, b \in F_0 \) but \((a, b) \neq (1, 1)\). Then \( |C_G(g)| \) is \((q + 1)^2q^{n-2}(q^2 - 1)\) if \( a = b \neq 1 \), \((q + 1)^3q^{n-1}\) if \( 1 \in \{a, b\} \), and \((q + 1)^3q^{n-3}\) if \( 1 \neq a \neq b \neq 1 \). Next, \( e(g, \alpha) \) equals 2 if \( \alpha = a = b \neq 1 \) or if \( \alpha = 1 \in \{a, b\} \), and is at most 1 otherwise. Further, \( \dim_{\mathbb{Q}_2}(\text{Im}(g - \alpha) \cap \text{Ker}(g - \alpha)) \leq 1 \) in the two former cases.

We now estimate the characters \( D^\alpha \) introduced in Proposition 6.3 and the Weil characters at \( g \in \{X, B, C\} \). Set \( Q := (q + 1)(q^2 - 1) \).

**Proposition 6.9** Let \( n \geq 5 \), let \( g \in G := GU_n(q) \) be indecomposable, and let \( \chi \in \text{Irr}(G) \).

(i) If \( \chi \) is a Weil character, then \( |\chi(g)| \leq 2q/(q + 1) \).

(ii) If \( \chi = D^\alpha \) for some \( \alpha \in \text{Irr}(GU_2(q)) \), then

\[
\frac{|D^\alpha(g)|}{\alpha(1)} \leq \begin{cases} f(q)/Q, & \alpha \neq 1_S, \\ 1 + f(q)/Q, & \alpha = 1_S, \end{cases}
\]

where \( f(q) := 3q^3 - q^2 - q \).

**Proof** If \( \chi = \zeta^i_{n,q} \) (see (16)), then \( e(g, \xi^j) \leq 1 \), and it can equal 1 for at most one \( \xi^j \) by Lemma 6.7. Hence \( |\chi(g)| \leq 2q/(q + 1) \).

Now we may assume that \( \chi = D^\alpha \) for some \( \alpha \in \text{Irr}(GU_2(q)) \). We begin by estimating \( \omega(xg) \) for \( x \in S := GU_2(q) \), where \( \omega \) is defined by (15). We distinguish the following cases.

1) \( x = aI_2 \) for some \( a \in F_0 \). Then \( |\omega(xg)| = q^{2e(a,g^{-1})} \), and so by Lemma 6.7 it is 1 except possibly for one element \( x \) for which \( |\omega(xg)| = q^2 \).

2) \( x \) is conjugate to \( \begin{pmatrix} a & 1 \\ 0 & a \end{pmatrix} \) for some \( a \in F_0 \). Arguing as in part 1) of the proof of Proposition 5.11, we see that

\[
|\omega(xg)| = q^{\dim_{\mathbb{Q}_2}\text{Ker}(g-a^{-1}) + \dim_{\mathbb{Q}_2}(\text{Im}(g-a^{-1}) \cap \text{Ker}(g-a^{-1}))}.
\]

Lemma 6.7 implies that \( |\omega(xg)| \) equals 1 except possibly for one value of \( a \) (giving \( q^2 - 1 \) elements \( x \) of \( S \)) for which \( |\omega(xg)| \leq q^2 \).
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3) $x$ is conjugate to $\text{diag}(a, b)$ for some $a \neq b \in F_0$. Then $|\omega(xg)| = q^{e(g,a^{-1})+e(g,b^{-1})}$, and so by Lemma 6.7 it is 1 except possibly for $q$ pairs $(a, b)$ (giving $q^2(q - 1)$ elements $x$) for which $|\omega(xg)| = q$.

4) $x$ is conjugate to $\text{diag}(a, a^{-q})$ for some $a \in \mathbb{F}_q^* \setminus F_0$. Again $|\omega(xg)| = q^{e(g,a^{-1})+e(g,a^q)}$, and so by Lemma 6.7 it is 1 except possibly for one pair $(a, a^{-q})$ (giving $q(q + 1)$ elements $x$) for which $|\omega(xg)| = q^2$.

First assume that the exception in 4) does not occur. Lemma 5.5 and the obvious estimate $|\alpha(x)| \leq \alpha(1)$ imply that

$$|D_\alpha(g)| \leq \alpha(1) \cdot \left( q^2 \cdot q^2 + q \cdot q^2(q - 1) + (|S| - q^3) \right) \leq \alpha(1) \frac{(3q^3 - q^2 - q)}{(q + 1)(q^2 - 1)}.$$ 

Next assume the exception in 4) occurs. Notice that the cases (i) and (ii) in Lemma 6.7 are mutually exclusive. In particular, the exception in 4) cannot occur in conjunction with any of the exceptions in 1) – 3). Now we can use the same arguments as before and arrive at a better estimate for $|D_\alpha(g)|$.

Thus we have finished if $\alpha \neq 1_S$ or $S$, since in these cases $D_\alpha^o = D_\alpha$. We have also finished if $\alpha = 1_S$, since $|D_\alpha^o(g)| \leq |D_\alpha(g)| + 1$. Finally, we consider the case $\alpha = St$: now $|\alpha(x)| \leq 1$ unless $x \in Z(S)$. Since in the above estimates we used the crude bound $|\alpha(g)| \leq \alpha(1) = q$, we can easily improve the upper bound for $|D_\alpha(g)|$ by 1 to get the stated bound. 

**Proposition 6.10** Let $n \geq 5$, let $g \in G := GU_n(q)$ be an $(a, b, J)$-element, and let $\chi \in \text{Irr}(G)$.

(i) If $\chi$ is a Weil character, then $|\chi(g)| \leq (q^2 + 3q - 2)/(q + 1)$.

(ii) If $\chi = D_\alpha^o$ for some $\alpha \in \text{Irr}(GU_2(q))$, then

$$\frac{|D_\alpha^o(g)|}{\alpha(1)} \leq \begin{cases} g(q)/Q, & \alpha \neq 1_S, \\ 1 + g(q)/Q, & \alpha = 1_S, \end{cases}$$

where $g(q) := (7q^4 + q^3 - q^2 - 5q - 2)/2$.

**Proof** If $\chi = \zeta_{n,q}^i$ (see (16)), then $e(g, \xi^j) \leq 2$; in fact it can equal 2 for at most one $\xi^j$ and it can be positive for at most two $\xi^j$’s by Lemma 6.8. Hence $|\chi(g)| \leq (q^2 + 3q - 2)/(q + 1)$.

Now we may assume that $\chi = D_\alpha^o$ for some $\alpha \in \text{Irr}(GU_2(q))$. We begin by estimating $\omega(xg)$ for $x \in S := GU_2(q)$, where $\omega$ is defined by (15). We distinguish the following cases.

1) $x = aI_2$ for some $a \in F_0$. Then $|\omega(xg)| = q^{2e(g,a^{-1})}$, and so by Lemma 6.8 it is $q^4$ for one value of $a$, $q^2$ for two others, and 1 for the remaining $q - 2$ values of $a$. 
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2) $x$ is conjugate to \( \begin{pmatrix} a & 1 \\ 0 & a \end{pmatrix} \) for some $a \in F_0$. As in the proof of Proposition 6.9,
\[
|\omega(xg)| = q^{\dim_F q^2 \Ker(g-a^{-1}) + \dim_F q^2 (\Im(g-a^{-1}) \cap \Ker(g-a^{-1}))}.
\]
Hence, by Lemma 6.8, $|\omega(xg)| \leq q^3$ for one value of $a$, $\leq q^2$ for two others, and is 1 for the remaining $q-2$ values of $a$. Each value of $a$ gives rise to $q^2 - 1$ elements $x$ of $S$.

3) $x$ is conjugate to $\text{diag}(a, b)$ for some $a \neq b \in F_0$. Then $|\omega(xg)| = q^{e(g,a^{-1})+e(g,b^{-1})}$. Following the proof of Lemma 6.8, we can check that $|\omega(xg)| \leq q^3$ for one (unordered) pair $(a, b)$, $\leq q^2$ for others, and $\leq q$ for the remaining $(q+1)(q-2)/2$ pairs $(a, b)$. Each unordered pair $(a, b)$ gives rise to $q(q-1)$ elements $x$ of $S$.

4) $x$ is conjugate to $\text{diag}(a, a^{-q})$ for some $a \in F_q^*/q \setminus F_0$. Again $|\omega(xg)| = q^{e(g,a^{-1})+e(g,a^q)}$, and so by Lemma 6.8 it is 1.

Thus we have shown that $|\omega(xg)| \leq q^4$ for one element $x$, $\leq q^3$ for $2q^2 - q - 1$ elements $x$, $\leq q^2$ for $q^2 + q^2$ elements $x$, $\leq q$ for $q(q^2 - 1)(q-2)/2$ elements $x$, and is 1 for $q(q^2 - 2) + q(q + 1)^2(q-2)/2$ elements $x$, when $x$ varies over $S$. Lemma 5.5 and the obvious estimate $|\alpha(x)| \leq \alpha(1)$ imply that
\[
|D_\alpha(g)/\alpha(1)| \leq \frac{7q^4 + q^3 - q^2 - 5q - 2}{2(q + 1)(q^2 - 1)}.
\]
In particular, we have finished if $\alpha \neq 1_S$ or $St$, since in these cases $D_\alpha^n = D_\alpha$. We have also finished if $\alpha = 1_S$, since $|D_\alpha^n(g)| \leq |D_\alpha(g)| + 1$. Finally, we consider the case $\alpha = St$: now $|\alpha(x)| \leq 1$ unless $x \in Z(S)$. Since in the above estimates we used the crude bound $|\alpha(x)| \leq \alpha(1) = q$, we can easily improve the upper bound for $|D_\alpha(g)|$ by 1 to get the stated bound.

C. The $(b, J)$- and the $(a, b, J)$-properties

Assume now that $n \geq 7$. We use Propositions 6.9 and 6.10 and Lemmas 6.7 and 6.8 to estimate $\sum^2$, $\sum^3$, and $\sum^4$, defined after (17), where $B, C$ are $(a, b, J)$-elements.

Clearly, the degree of any of the $(q+1)^2$ (irreducible) Weil characters of $G$ is at least $(q^n - q)/(q + 1)$. Hence, by Propositions 6.9 and 6.10,
\[
|\sum^2| \leq (2q(q^2 + 3q - 2)^2)/(q^n - q)
\]
\[
\text{ if } q = 2 \text{ and } n \geq 9, \\
0.235, \text{ if } q = 3 \text{ and } n \geq 8, \\
0.083, \text{ if } q = 4 \text{ and } n \geq 8, \\
0.185, \text{ if } q = 5 \text{ and } n \geq 7, \\
0.079, \text{ if } q = 7 \text{ and } n \geq 7.
\]
Recall that for any $\alpha \in \text{Irr}(S)$ with $S = GU_2(q)$, $D_\alpha^0(1) > \kappa q^{2n-1} \alpha(1)/Q$ by Lemma 6.4, where $\kappa > 1 - 1/q^{n-3}$. Also, $|D_\alpha^0(X)|$ and $|D_\alpha^0(B, C)|$ are bounded in Propositions 6.9 and 6.10. Hence

$$\sum_{\alpha \in \text{Irr}(S)} \frac{|D_\alpha^0(B)| \cdot |D_\alpha^0(C)| \cdot |D_\alpha^0(X)|}{|D_\alpha^0(1)|} \leq \frac{f(q)g(q) \sum_{\alpha \in \text{Irr}(S), \alpha \neq 1_S} \alpha(1)^2 + (f(q) + Q)(g(q) + q)^2}{\kappa Q^2 q^{2n-1}}$$

as $\sum_{\alpha \in \text{Irr}(S)} \alpha(1)^2 = |S| = qQ$. It follows that

$$|\sum^3| < \begin{cases} 0.267, & \text{if } q = 2 \text{ and } n \geq 9, \\ 0.148, & \text{if } q = 3 \text{ and } n \geq 8, \\ 0.036, & \text{if } q = 4 \text{ and } n \geq 8, \\ 0.292, & \text{if } q = 5 \text{ and } n \geq 7, \\ 0.107, & \text{if } q = 7 \text{ and } n \geq 7. \end{cases}$$

Note that $D > q^{n+3}(q^{n-1} - 1)(q^{n-5} - 1)/(q+1)(q^2 - 1)(q^3 + 1)$. Applying (19) and Lemmas 6.7 and 6.8, we get

$$|\sum^4| \leq \frac{(q^n - 1)(q+1)^{1/2}q^{n-1}(q+1)^3}{D} < \frac{(q+1)^{9/2}q^{(n-9)/2}(q^2 - 1)(q^3 + 1)}{(q^n - 1)(q^{n-5} - 1)}$$

< \begin{cases} 0.991, & \text{if } q = 2 \text{ and } n \geq 9, \\ 1.166, & \text{if } q = 3 \text{ and } n \geq 8, \\ 0.661, & \text{if } q = 4 \text{ and } n \geq 8, \\ 5.121, & \text{if } q = 5 \text{ and } n \geq 7, \\ 4.840, & \text{if } q = 7 \text{ and } n \geq 7. \end{cases}$$

Altogether, these estimates yield

$$|\sum^2| + |\sum^3| + |\sum^4| < \begin{cases} 1.761, & \text{if } q = 2 \text{ and } n \geq 9, \\ 1.549, & \text{if } q = 3 \text{ and } n \geq 8, \\ 0.780, & \text{if } q = 4 \text{ and } n \geq 8, \\ 5.598, & \text{if } q = 5 \text{ and } n \geq 7, \\ 5.026, & \text{if } q = 7 \text{ and } n \geq 7. \end{cases}$$

Thus (see (18)) we have proved:

**Proposition 6.11** Let $X \in GU_2(q)$ be indecomposable, and assume $q \leq 7$. Assume that $n \geq 9$ if $q = 2$, $n \geq 8$ if $q = 3, 4$, and $n \geq 7$ if $q = 5, 7$. Then $X$ has the $(b, J)$-property for all $b \in F_0$, and $X$ has the $(a, b, J)$-property for all $a, b \in F_0$ with $(a, b) \neq (1, 1)$, $(|X|^{-1}, 1)$. 
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The condition \((a, b) \neq (1, 1), (|X|^{-1}, 1)\) is imposed so that neither of the matrices \(B, C\) is of the form \((1, 1, J_{n-2})\), as required for the above calculations.

6.3 Variations of the \((a, b, J)\)-property for \(GU_n(2)\)

In this section, \(q = 2\), \(G = GU_n(2)\) and \(F_0 = \langle \omega \rangle\). Define an \((a, b, J)\)-element of \(G\) to be a conjugate of one of the following matrices or its inverse:

- \(\text{diag}(\omega^2, \omega J_2, J_{n-3})\),
- \(\text{diag}(\omega^2 J_2, J_{n-2})\),
- \(\text{diag}(\omega, \omega^2, J_{n-3})\),
- \(\text{diag}(\omega, \omega J_{n-2})\),
- \(\text{diag}(\omega, \omega^2 J_{n-2})\).

We prove an analogue of Proposition 6.11 for \((a, b, J)\)-elements. The main result is Proposition 6.14.

Following the proof of Lemma 6.8, one obtains:

**Lemma 6.12** Let \(n \geq 4\), \(q = 2\), and let \(g \in G := GU_n(q)\) be an \((a, b, J)\)-element. Then \(|C_G(g)| \leq (q + 1)^4 q^{n-3}\). If \(\alpha \in \mathbb{F}_q^\times\), then one of the following holds.

(i) \(e(g, \alpha) = 2\) for at most one value of \(\alpha\) (which may depend on \(g\)).

(ii) \(e(g, \alpha) \leq 1\).

In either case, \(\dim_{\mathbb{F}_q}(\ker(g - \alpha)) + \dim_{\mathbb{F}_q}(\im(g - \alpha) \cap \ker(g - \alpha)) \leq 2\).

**Proposition 6.13** Let \(n \geq 5\), let \(g \in G := GU_n(2)\) be an \((a, b, J)\)-element, and let \(\chi \in \text{Irr}(G)\).

(i) If \(\chi\) is a Weil character, then \(|\chi(g)| \leq 8/3\).

(ii) If \(\chi = D_\alpha^\circ\) for some \(\alpha \in \text{Irr}(GU_2(q))\), then

\[|D_\alpha^\circ(g)/\alpha(1)| \leq \begin{cases} 50/9, & \alpha \neq 1_S, \\ 59/9, & \alpha = 1_S. \end{cases}\]

**Proof** For (i) we use the same arguments as in the proof of Proposition 6.10(i). We may assume that \(\chi = D_\alpha^\circ\) for some \(\alpha \in \text{Irr}(GU_2(2))\). We begin by estimating \(\omega(xg)\) for \(x \in S := GU_2(2)\), where \(\omega\) is defined by (15). We distinguish the following cases.

1) \(x = aI_2\) for some \(a \in F_0\). Then \(|\omega(xg)| = q^{2e(g, a^{-1})}\), and so by Lemma 6.12 it is \(\leq q^4\) for one value of \(a\), and \(\leq q^2\) for the two others.

2) \(x\) is conjugate to \(\begin{pmatrix} a & 1 \\ 0 & a \end{pmatrix}\) for some \(a \in F_0\). Here,

\[|\omega(xg)| = q^{\dim_{\mathbb{F}_q}(\ker(g - a^{-1}) + \dim_{\mathbb{F}_q}(\im(g - a^{-1}) \cap \ker(g - a^{-1}))} \leq q^2\]

by Lemma 6.12. Each value of \(a\) gives rise to 3 elements \(x\) of \(S\).
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3) $x$ is conjugate to $\text{diag}(a, b)$ for some $a \neq b \in F_0$. Then $|\omega(xg)| = q^{e(g,a^{-1}) + e(g,b^{-1})}$. By Lemma 6.12, $|\omega(xg)| \leq q^3$ for two (unordered) pairs $(a, b)$, and $\leq q^2$ for the remaining one. Each unordered pair $(a, b)$ gives rise to 2 elements $x$.

Thus we have shown that $|\omega(xg)| \leq 16$ for one element $x$, $\leq 8$ for 4 elements $x$, and $\leq 4$ for 13 elements $x$, when $x$ varies over $S$. Lemma 5.5 and the obvious estimate $|\alpha(x)| \leq \alpha(1)$ imply that

$$|D_\alpha(g)/\alpha(1)| \leq \frac{16 + 8 \cdot 4 + 4 \cdot 13}{18} = 50/9.$$ 

In particular, we have finished if $\alpha \neq St$. If $\alpha = St$ then $|\alpha(x)| \leq 1$ unless $x \in Z(S)$. Since in the above estimates we used the crude bound $|\alpha(g)| \leq \alpha(1) = q$, we can easily improve the upper bound for $|D_\alpha(g)|$ by 1 to get the stated bound.

Now take $B$ and $C$ to be $(a, b, J)_{2}$-elements of $G$. We use Propositions 6.9 and 6.13 and Lemmas 6.7 and 6.12 to estimate $\sum^2$, $\sum^3$, and $\sum^4$ (defined after (17)). We assume that $n \geq 9$.

Clearly, the degree of any of the 9 (irreducible) Weil characters of $G$ is at least $(2^n - 2)/3$. Propositions 6.9 and 6.13 imply that $|\sum^2| \leq 256/(2^n - 2) < 0.503$.

For any $\alpha \in \text{Irr}(S)$ with $S = GU_3(q)$, $D_\alpha^0(1) > 2^{2n-1}\kappa\alpha(1)/9$ by Lemma 6.4, where $\kappa > 1 - 1/2n^3$. Next, $|D_\alpha^0(X)|$ and $|D_\alpha^0(B, C)|$ are bounded in Propositions 6.9 and 6.13. Hence

$$\left|\sum^3\right|/3 \leq \sum_{\alpha \in \text{Irr}(S)} \frac{|D_\alpha^0(B)| \cdot |D_\alpha^0(C)| \cdot |D_\alpha^0(X)|}{|D_\alpha^0(1)|} \leq \frac{2 \cdot (50/9)^2 \sum_{\alpha \in \text{Irr}(S), \alpha \neq 1_g} \alpha(1)^2 + 3 \cdot (59/9)^2}{2^{2n-1}\kappa/9} < 10605/2^{2n-1}\kappa,$$

and so $|\sum^3| < 0.247$.

By (19) and Lemmas 6.7 and 6.12,

$$\left|\sum^4\right| \leq (3 \cdot 2^{n-1})^{1/2} 2^{n-3} \cdot 3^4/D < \frac{3^{17/2}q^{(n-13)/2}}{(2^{n-1})^{1/2}2^{n-3}} < 0.743.$$

Altogether, these estimates yield

$$\left|\sum^2\right| + \left|\sum^3\right| + \left|\sum^4\right| < 0.503 + 0.247 + 0.743 = 1.493.$$

Thus (see (18)) we have proved:

**Proposition 6.14** Let $X \in G := GU_n(2)$ be indecomposable and $n \geq 9$.

For any two $(a, b, J)_{2}$-elements $B, C$ with $\text{det}(X)\text{det}(B) = \text{det}(C)$, there exist $B_1 \in B^G$ and $C_1 \in C^G$ such that $XB_1 = C_1$. 
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6.4 Variations of the 

\((a, b, J)\)-property for \(GU_n(3)\)

In this section, \(q = 3\), \(G = GU_n(3)\) and \(\vartheta \in F_0\) is an element of order 4. An element of \(G\) is an 

\((a, b, J)\)-element if it is conjugate to one of the following 

matrices:

\[
\begin{bmatrix}
\vartheta J_2 & J_{n-2} \\
J_n & -2
\end{bmatrix}, \quad \text{or} \quad \begin{bmatrix}
\vartheta & \vartheta & J_{n-2} \\
J_n & -2 & \vartheta
\end{bmatrix}
\]

\((j \in \{1, 2, 3\})\).

Our critical result about these elements is Proposition 6.17.

Following the proof of Lemma 6.8, one obtains:

Lemma 6.15 Let \(n \geq 4\), \(q = 3\), and let \(g \in G := GU_n(q)\) be an \((a, b, J)\)-element. Then 

\(|C_G(g)| \leq 2(q + 1)^3q^{n-2}\). Further, if \(\alpha \in F_q^\times\), then one of the following holds.

(i) \(e(g, \alpha) = 2\) for one value of \(\alpha \in F_0\), 1 for one more value of \(\alpha \in F_0\), and 0 for all the other values of \(\alpha\).

(ii) \(e(g, \alpha) = 1\) for at most three values of \(\alpha \in F_0\) and 0 for all the others.

In either case, \(\dim_{F_q^2}(\ker(g - \alpha)) + \dim_{F_q^2}(\im(g - \alpha) \cap \ker(g - \alpha)) \leq 2\).

Proposition 6.16 Let \(n \geq 5\), let \(g \in G := GU_n(3)\) be an \((a, b, J)\)-element, and let \(\chi \in \Irr(G)\).

(i) If \(\chi\) is a Weil character, then 

\(|\chi(g)| \leq \frac{7}{2}\).

(ii) If \(\chi = D_\alpha^\circ\) for some \(\alpha \in \Irr(GU_2(q))\), then

\(|D_\alpha^\circ(g)/\alpha(1)| \leq \begin{cases} 9, & \alpha \neq 1_S, \\ 10, & \alpha = 1_S. \end{cases}\)

Proof For (i) we use the same arguments as in the proof of Proposition 6.10(i). We may assume that \(\chi = D_\alpha^\circ\) for some \(\alpha \in \Irr(GU_2(3))\). To estimate \(\omega(xg)\) for \(x \in S := GU_2(3)\), we distinguish the following cases.

1) \(x = aI_2\) for some \(a \in F_0\). Then \(|\omega(xg)| = q^{2e(g,a^{-1})}\), and so by Lemma 6.15 it is \(\leq q^4\) for one value of \(a\), and \(\leq q^2\) for the others.

2) \(x\) is conjugate to \(\begin{pmatrix} a & 1 \\ 0 & a \end{pmatrix}\) for some \(a \in F_0\). Lemma 6.15 implies that

\(|\omega(xg)| = q^\dim_{F_q^2}(\ker(g-a^{-1})) + \dim_{F_q^2}(\im(g-a^{-1}) \cap \ker(g-a^{-1})) \leq q^2.\)

Each value of \(a\) gives rise to 8 elements \(x\) of \(S\).

3) \(x\) is conjugate to \(\text{diag}(a,b)\) for some \(a \neq b \in F_0\). Then \(|\omega(xg)| = q^{e(g,a^{-1})+e(g,b^{-1})}\). By Lemma 6.15, \(|\omega(xg)| \leq q^3\) for at most one unordered pair \((a, b)\), and \(\leq q^2\) for the remaining one. Each unordered pair \((a, b)\) gives rise to 6 elements \(x\).
4) $x$ is conjugate to $\text{diag}(a, a^{-q})$ for some $a \in \mathbb{F}_q^\times \setminus F_0$. Again $|\omega(xg)| = q^{\epsilon(g, a^{-1}) + \epsilon(g, a^q)}$, and so by Lemma 6.8 it is 1. There are 24 elements $x$ of this kind.

Thus we have shown that $|\omega(xg)| \leq 81$ for one element $x$, $\leq 27$ for 6 elements $x$, $\leq 9$ for 65 elements $x$, and $\leq 1$ for 24 elements $x$, when $x$ varies over $S$. Lemma 5.5 and the obvious estimate $|\alpha(x)| \leq \alpha(1)$ imply that

$$|D_\alpha(g)/\alpha(1)| \leq \frac{81 + 27 \cdot 6 + 9 \cdot 65 + 1 \cdot 24}{96} < 9.$$ 

In particular, we have finished if $\alpha \neq St$. If $\alpha = St$, then $|\alpha(x)| \leq 1$ unless $x \in Z(S)$. Since in the above estimates we used the crude bound $|\alpha(g)| \leq \alpha(1) = q$, we can easily improve the upper bound for $|D_\alpha(g)|$ by 1 to get the stated bound.

Now take $B$ and $C$ to be $(a, b, J)_3$-elements of $G$. We use Propositions 6.9 and 6.16 and Lemmas 6.7 and 6.15 to estimate $\sum^2$, $\sum^3$, and $\sum^4$ (defined after (17)). We assume that $n \geq 8$.

Clearly, the degree of any of the 16 (irreducible) Weil characters of $G$ is at least $(3^n - 3)/4$. Propositions 6.9 and 6.16 imply that $|\sum^2| \leq 392/(3^n - 1) < 0.180$.

For any $\alpha \in \text{Irr}(S)$ with $S = GU_2(q)$, $D_\alpha^0(1) > 3^{2n-1}\kappa\alpha(1)/32$ by Lemma 6.4. Next, $|D_\alpha^0(X)|$ and $|D_\alpha^0(B, C)|$ are bounded in Propositions 6.9 and 6.16. Hence

$$|\sum^3|/4 \leq \sum_{\alpha \in \text{Irr}(S)} \frac{|D_\alpha^0(B)| \cdot |D_\alpha^0(C)| \cdot |D_\alpha^0(X)|}{|D_\alpha^0(1)|} \leq \frac{(69/32 \cdot 9^2 \sum_{\alpha \in \text{Irr}(S), \alpha \neq 1} \alpha(1)^2 + (101/32) \cdot 10^2)}{3^{2n-1}\kappa/32} < 541055/3^{2n-1}\kappa,$$

and so $|\sum^3| < 0.152$.

By (19) and Lemmas 6.7 and 6.15,

$$|\sum^4| \leq (4 \cdot 3^{n-1})^{1/2} \cdot 27 \cdot 3^{n-2}/D < \frac{2^{15}3^{(n-1)/2}7}{(3^{n-1}-1)(3^{n-2}-1)} < 0.778.$$

Altogether, these estimates yield

$$|\sum^2| + |\sum^3| + |\sum^4| < 0.180 + 0.152 + 0.778 = 1.11.$$

Thus (see (18)) we have proved:

**Proposition 6.17** Let $X \in G := GU_n(3)$ be indecomposable and $n \geq 8$.

For any two $(a, b, J)_3$-elements $B, C$ with $\det(X) \det(B) = \det(C)$, there exist $B_1 \in B^G$ and $C_1 \in C^G$ such that $XB_1 = C_1$.
6.5 Proof of Theorem 6.1

In this section we prove Theorem 6.1. Throughout, let $G = SU_n(q)$ and, following Lemma 2.4, we may assume that $q \leq 7$. As a preliminary step, we obtain further results on the $(b,J)$- and $(a,b,J)$-properties, mainly for small dimensions.

A. More on the $(a,b,J)$-property

Our proof of Theorem 6.1 is based on the results of the previous sections, together with detailed information on the $(b,J)$- and $(a,b,J)$-properties of unitary matrices in low dimensions, which are mostly proved computationally.

First we extend the results from the previous sections. A pair $(a,b)$ of elements of $F_0$ is relevant for $X \in GU_n(q)$ if $(a,b) \neq (1,1)$ nor $(|X|^{-1},1)$.

**Proposition 6.18** Assume $n \geq 4$, and let $X \in GU_n(q)$ be indecomposable. If $n = 4$, assume that $|X| \neq 1$. Then

(i) $X$ has the $(b,J)$-property for all $b \in F_0$;

(ii) $X$ has the $(a,b,J)$-property for all relevant $(a,b) \in F_0^2$, with the following exception:

$q = 2$, $X = \omega J_4 (\omega^3 = 1)$, $(a,b) = (\omega,1)$.

**Proof** For $n \geq 7$ ($n \geq 9$ if $q = 2$, $n \geq 8$ if $q = 3,4$), this is Proposition 6.11. For the remaining values of $n$ it was established computationally.

For $q = 2$ and 3, we must extend the variations of the $(a,b,J)$-property developed in Sections 6.3 and 6.4 to smaller dimensions.

**Proposition 6.19** Let $n \geq 4$, $q = 2$, let $1 \neq \omega \in F_4$, and let $X$ be an indecomposable matrix in $GU_n(2)$. There exist $B,C \in GU_n(2)$ such that $XB = C$, with the following properties:

| $|X|$ | $B$ conjugate to | $C$ conjugate to |
|------|-----------------|-----------------|
| 1    | diag($\omega^2, \omega J_2, J_{n-3}$) | diag($\omega, \omega, \omega^2, J_{n-3}$) |
| $\omega$ | diag($\omega^2, \omega J_2, J_{n-3}$) | diag($\omega, \omega^2, \omega^2, J_{n-3}$) |
| $\omega$ | diag($\omega^2 J_2, J_{n-2}$) | diag($\omega, \omega, J_{n-2}$) |
| $\omega$ | diag($\omega J_2, J_{n-2}$) | diag($\omega, \omega^2, J_{n-2}$) |

**Proof** This follows from Proposition 6.14 for $n \geq 9$ and was proved computationally for $n \leq 8$. ■
Proposition 6.20 Let $n \geq 4$, $q = 3$, let $\omega \in F_9$ have order 4, and let $X$ be an indecomposable matrix in $GU_n(3)$. There exist $B, C \in GU_n(3)$ such that $XB = C$, with the following properties:

<table>
<thead>
<tr>
<th>$X$</th>
<th>$B$ conjugate to</th>
<th>$C$ conjugate to</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1$</td>
<td>$\text{diag}(\omega J_2, J_{n-2})$</td>
<td>$\text{diag}(\omega, \omega, J_{n-2})$</td>
</tr>
<tr>
<td>$\omega$</td>
<td>$\text{diag}(\omega J_2, J_{n-2})$</td>
<td>$\text{diag}(-1, \omega, J_{n-2})$</td>
</tr>
<tr>
<td>$-1$</td>
<td>$\text{diag}(\omega J_2, J_{n-2})$</td>
<td>$\text{diag}(-\omega, \omega, J_{n-2})$</td>
</tr>
</tbody>
</table>

Proof This is Proposition 6.17 for $n \geq 9$, and was proved computationally for $n \leq 8$.

We also need the $(b, J)$- or $(a, b, J)$-properties for various types of non-indecomposable matrices in low dimensions. These are recorded in the next ten lemmas, all established computationally.

In the statements, $A_i$ and $A_i'$ denote indecomposable elements of $GU_i(q)$, and we use the notation $(M_1, \ldots, M_k)$ to denote the block diagonal matrix $\text{diag}(M_1, \ldots, M_k)$ lying in a natural subgroup $GU_{m_1}(q) \perp \cdots \perp GU_{m_k}(q)$ of $GU_n(q)$, where each $M_i \in GU_{m_i}(q)$ and $n = \sum m_i$. Also $|\lambda|$ denotes the order of $\lambda \in F_q$.

Lemma 6.21 Let $X$ be an element of $GU_5(q)$ or $GU_6(q)$ of the form $(A_2, A_3)$ or $(A_2, A_3')$. If $q \geq 4$ (resp. $q = 3$), assume further that none of the indecomposable blocks of $X$ has determinant 1 (resp. $|A_3|, |A_3'| \neq 1$). Then $X$ has the $(a, b, J)$-property for all relevant $a, b \in F_0$.

Lemma 6.22 (i) Let $X$ be an element of $GU_6(2)$ of the form $(A_2, A_3', \omega J_4)$, $(\omega J_4, \omega J_4)$ or $(\omega J_4, \omega^2 J_4)$, where $1 \neq \omega \in F_4$. Then $X$ has the $(a, b, J)$-property for all relevant $a, b \in F_0$.

(ii) Let $X \in GU_7(2)$ be of the form $(A_2, A_3', A_3)$ or $(A_3, A_4)$. Then $X$ has the $(a, b, J)$-property for all relevant $a, b \in F_0$.

(iii) Let $X \in GU_6(2)$, and assume $X$ is not diagonal of order 3, has no Jordan block $J_1$, and is not conjugate to $(J_2, J_2, J_2)$ or $(\omega I_3, \omega J_2)$ ($1 \neq \omega \in F_0$). Then $X$ has the $(a, b, J)$-property for all relevant $a, b \in F_0$.

(iv) Let $X \in GU_5(2)$, and assume $X$ is not diagonal of order 3, has no Jordan block $J_1$, and is not conjugate to $(J_2, J_3)$ or $(\omega I_3, \omega J_2)$ ($1 \neq \omega \in F_0$). Then $X$ has the $(b, J)$-property for all $b \in F_0$.

Lemma 6.23 Let $X = (A_3, \lambda_1, \lambda_2)$ or $(A_2, A_3', \lambda_1) \in GU_5(3)$, where $1 \neq \lambda_i \in F_0$. Then $X$ has the $(a, b, J)$-property for all relevant $a, b \in F_0$, with the exception of $X = \lambda(J_2, J_2, 1)$, where $|\lambda| = 4$. 
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**Lemma 6.24** Let $X$ be an element of $GU_4(q)$ of the form $(A_2, A'_2)$. Assume $|X| \neq 1$, and if $q \geq 4$ assume further that $|A_2|, |A'_2| \neq 1$. Then

(i) $X$ has the $(b, J)$-property for all $b \in F_0$, with the following exceptions:

$$
q = 5 : \quad X = \lambda(J_2, J_2) (\lambda^3 = 1, \lambda \neq 1), \quad b = \lambda^2 \\
q = 2 : \quad X = \lambda(J_2, J_2) (\lambda^3 = 1, \lambda \neq 1), \quad b = 1, \lambda^2
$$

(ii) if $A_2 \neq A'_2$, then $X$ has the $(a, b, J)$-property for all relevant $a, b \in F_0$, with the following exceptions:

$$
q = 3 : \quad X = (J_2, \lambda J_2) (|\lambda| = 4) \\
q = 2 : \quad X = (J_2, \lambda J_2) (|\lambda| = 3)
$$

(iii) if $q = 5$ and $A_2 = A'_2$, then $X$ has the $(a, b, J)$-property for all relevant $a, b \in F_0$, with the following exceptions:

$$
A_2 = \lambda J_2 : \quad (a, b) = (1, \alpha) (\alpha \neq -1, \lambda^5), \quad (\lambda^2, \beta) (\beta \neq -1, \lambda), \\
(\lambda^3 = 6) \quad (-1, 1), (\lambda, 1), (\lambda^4, \lambda^4), (\lambda^4, \lambda^3), (\lambda^5, 1)
$$

$$
A_2 = \lambda^2 J_2 : \quad (a, b) = (1, \alpha) (\alpha \neq \lambda^2), \quad (\lambda^4, \beta) (\beta \neq \lambda^4), \\
(\lambda^3 = 6) \quad (-1, 1), (-1, -1), (1, \lambda^5), (\lambda^5, 1), (\lambda^5, \lambda^5), (\lambda^5, \lambda), \\
(\lambda^2, \lambda^2), (\lambda^4, \lambda^4), (\lambda^4, \lambda), (\lambda, -1), (\lambda, \lambda)
$$

$$
A_2 = \text{diag}(\omega, \omega^{-5}) : \quad (a, b) = (\alpha, 1) (\alpha \neq \omega^4), \quad (1, \omega^{16}), (1, \omega^{20}), \\
(\omega^4, \omega^4), (\omega^4, \omega^{20}), (\omega^8, \omega^4), (\omega^8, \omega^8)
$$

Let $X$ be a block diagonal matrix of the form $(X_1, X_2, X_3, \ldots)$; a sub-block matrix of $X$ is a block diagonal matrix of the form $(X_{i_1}, X_{i_2}, \ldots)$, where $i_1 < i_2 < \cdots$; it is a proper sub-block matrix if it is not equal to $X$.

**Lemma 6.25** Let $X$ be an element of $GU_6(q)$ of the form $(A_2, A'_2, A''_2)$.

(i) If $q \leq 3$ then $X$ has the $(a, b, J)$-property for all relevant $a, b \in F_0$, except for $X = (J_2, J_2, J_2)$ and $q = 2$.

(ii) If $q \geq 4$, assume further that no proper sub-block matrix of $X$ has determinant 1. Then either $X$, or one of the sub-block matrices $(A_2, A'_2)$, $(A_2, A''_2)$, $(A'_2, A''_2)$, has the $(a, b, J)$-property for all relevant $a, b \in F_0$.

**Lemma 6.26** Let $X = (A_3, \lambda) \in GU_4(q)$, where $1 \neq \lambda \in F_0$. Assume that $|X| \neq 1$, and also, if $q \geq 3$, that $|A_3| \neq 1$. Then

(i) $X$ has the $(b, J)$-property for all $b \in F_0$;
(ii) if \( q \neq 2 \), then \( X \) has the \((a, b, J)\)-property for all relevant \( a, b \in F_0 \), except when \( X = (\lambda J_3, \lambda) \) with \( |\lambda| = q + 1 \);

(iii) if \( q = 5 \) and \( X = (\lambda J_3, \lambda) \) with \( |\lambda| = q + 1 \), then \( X \) has the \((a, b, J)\)-property for \((a, b) = (\lambda, 1)\).

**Lemma 6.27** Let \( X = (A_2, \lambda_1, \lambda_2) \in GU_4(q) \), where \( 1 \neq \lambda_i \in F_0 \). Assume that \( |X| \neq 1 \), and also, if \( q \geq 4 \), that no sub-block matrix of \( X \) has determinant 1. Then \( X \) has the \((b, J)\)-property for all \( b \in F_0 \), with the following exceptions:

\[
q = 7: X = (\lambda J_2, \lambda, \lambda) (|\lambda| = 8), b = \pm 1, \lambda^5, \lambda^7 \\
q = 5: X = (\lambda J_2, \lambda, \lambda) (|\lambda| = 6), b = \pm 1, \lambda^2, \lambda^5 \\
q = 4: X = (\lambda J_2, \lambda, \lambda) (|\lambda| = 5), b = 1, \lambda, \lambda^2, \lambda^4
\]

**Lemma 6.28** Let \( X \in GU_3(q) \) be indecomposable, and if \( q \neq 2 \) assume \(|X| \neq 1\). Then \( X \) has the \((b, J)\)-property for all \( b \in F_0 \), with the following exceptions:

\[
q = 3, 5, 7: X = -J_3, b = \pm 1 \\
q = 2: X = \lambda J_5 (\lambda \in F_0), b = 1
\]

**Lemma 6.29** Let \( q = 2 \) or \( 3 \), and let \( X = (A_2, \lambda) \in GU_3(q) \), where \( 1 \neq \lambda \in F_0 \).

(i) \( X \) has the \((b, J)\)-property for all \( b \in F_0 \), with the following exceptions:

\[
q = 2: X = (\mu J_2, \lambda) (\mu, \lambda \in F_0) \\
q = 3: X = (\pm \lambda J_2, \lambda) (|\lambda| = 4).
\]

Moreover, for \( q = 2 \): \((\lambda J_2, \lambda)\) is a commutator in \( SU_3(2) \); \((J_2, \lambda)\) has the \((b, J)\)-property for \( b = \lambda \); and \((\lambda^2 J_2, \lambda)\) has the \((b, J)\)-property for \( b = \lambda^2 \).

(ii) Suppose \( q = 3 \) and \( X = (\pm \lambda J_2, \lambda) (|\lambda| = 4) \). Then \( X \) has the \((a, b, J)\)-property for the following \((a, b)\):

\[
(\lambda J_2, \lambda): (a, b) = (\pm 1, \lambda), (\pm \lambda, -\lambda) \\
(-\lambda J_2, \lambda): (a, b) = (\pm 1, -\lambda), (\pm \lambda, \lambda).
\]

**Lemma 6.30** Let \( X \in GU_2(q) \), and assume that \( q \neq 2 \), that \( X \) is not a scalar matrix, and, if \( q \geq 4 \), that \(|X| \neq 1\). If \( b \in F_0 \) and \( b \notin \{1, |X|^{-1}\} \), then \( X \) has the \((b, J)\)-property, with the following exceptions:

\[
q \geq 4: X = \lambda J_2 (\lambda \in F_0), b = \lambda^{-1} \\
q = 3: X = \lambda J_2 (|\lambda| = 4), b = \lambda^{-1} \\
X = -J_2, b = -1 \\
X = J_2, \text{ all } b
\]
B. The proof of Theorem 6.1

Let \( G = SU_n(q) \) with \( q \leq 7 \) and let \( V = V_n(q^2) \) be the natural module for \( G \). In view of Lemma 3.1, we assume that \( n \geq 5 \), and also that \( n \geq 7 \) if \( q = 3 \) and \( n \geq 8 \) if \( q = 2 \).

By Lemma 2.9 it suffices to prove that unbreakable elements are commutators. Thus we assume that

\[
X \text{ is an unbreakable element of } G = SU_n(q) = SU(V)
\]

and show that \( X \) is a commutator in \( G \).

Recall that \( (M_1, \ldots, M_k) \) denotes the block diagonal matrix \( \text{diag}(M_1, \ldots, M_k) \) lying in a natural subgroup \( GU_{m_1}(q) \perp \cdots \perp GU_{m_k}(q) \) of \( GU_n(q) \), where each \( M_i \in GU_{m_i}(q) \) and \( \sum m_i = n \).

**Lemma 6.31** If \( X \in SU_n(q) \) is unbreakable, then

\[
X = (Z, Y_1, \ldots, Y_k, \lambda_1, \ldots, \lambda_l),
\]

where \( k \geq 0, l \geq 0 \), and the following hold:

1. \( Z = \emptyset, A_2, A_3, (A_2, A'_2) \) or \( \omega J_4(q = 2, 1 \neq \omega \in F_0) \), where \( A_i, A'_i \) denote indecomposable \( i \times i \) matrices in \( GU_i(q) \);
2. each \( Y_i \in GU_{n_i}(q) \) with \( n_i \geq 4 \), and \( Y_i \) has the \( (a, b, J) \)-property for all relevant \( a, b \in F_0 \);
3. \( 1 \neq \lambda_i \in F_0 \) for all \( i \).

**Proof** Write

\[
X = (A_2^{(1)}, \ldots, A_2^{(a_2)}, A_3^{(1)}, \ldots, A_3^{(a_3)}, \ldots, A_k^{(1)}, \ldots, A_k^{(a_k)}, \lambda_1, \ldots, \lambda_l),
\]

where each \( A_i^{(j)} \in GU_i(q) \) is indecomposable, each \( a_j \geq 0 \), and \( \lambda_i \in F_0 \); note that \( \lambda_i \neq 1 \) as \( Z \) is unbreakable.

By 6.18 and 6.21, each sub-matrix \( A_m^{(i)} \) with \( m \geq 4 \) (except for \( \omega J_4 \) with \( q = 2 \)), and each sub-matrix \( (A_2^{(i)}, A_3^{(j)}) \) or \( (A_3^{(i)}, A_3^{(j)}) \) has the \( (a, b, J) \)-property for all relevant \( a, b \in F_0 \) (these sub-matrices satisfy the relevant determinant conditions by the unbreakability assumption on \( X \)).

By 6.25, for any \( i, j, k \), either \( (A_2^{(i)}, A_2^{(j)}) \) or \( (A_2^{(i)}, A_2^{(j)}, A_2^{(k)}) \) has the \( (a, b, J) \)-property.

By 6.22, sub-matrices \( (A_2, \omega J_4) \) in \( GU_6(2) \), \( (A_3, \omega J_4) \) in \( GU_7(2) \), and \( (\omega J_4, \omega J_4) \) or \( (\omega J_4, \omega^2 J_4) \) in \( GU_8(2) \), have the \( (a, b, J) \)-property for all relevant \( a, b \).

Relabelling the sub-matrices of \( X \) as as \( Y_i \), we obtain the statement.
**Lemma 6.32** Let $X = (Z, Y_1, \ldots, Y_k, \lambda_1, \ldots, \lambda_l)$ as in Lemma 6.31. Suppose that $k \geq 1$, and also that either $Z = \emptyset$, or $Z \neq \emptyset$ and $Z$ has the $(b,J)$-property for some $b \in F_0$. Write $z = |Z|$ (if $Z \neq \emptyset$) and $y_i = |Y_i|$ for each $i$.

For any $a_i \in F_0 \backslash \{1\}$ $(1 \leq i \leq k)$, there exist $B, C \in GU_n(q)$ with the following properties:

(i) $XB = C$;

(ii) $B$ and $C$ are $G$-conjugate;

(iii) $|B| = |C| = a_1 \cdots a_k f$, where $f$ is a polynomial in $z, b, y_i, \lambda_i$ (just in $y_i, \lambda_i$ if $Z = \emptyset$).

**Proof** Let $A^{con}$ denote a conjugate of $A \in GU_d(q)$. First assume $Z \neq \emptyset$. By assumption $Z$ has the $(b,J)$-property; and as $a_i \neq 1$, each $Y_i$ has the $(\lambda, a_i, J)$-property for all $\lambda \in F_0$. Hence we may write

$$Z (b, J)^{con} = (zb, J)^{con};$$

$$Y_1 (zb, a_1, J)^{con} = (y_1 zb, a_1, J)^{con},$$

$$Y_2 (y_1 zb, a_2, J)^{con} = (y_2 y_1 zb, a_2, J)^{con},$$

$$\cdots$$

$$Y_k (y_{k-1} \cdots y_1 zb, a_k, J)^{con} = (y_k \cdots y_1 zb, a_k, J)^{con},$$

$$\lambda_1 (y_k \cdots y_1 zb) = (\lambda_1 y_k \cdots y_1 zb),$$

$$\lambda_2 (\lambda_1 y_k \cdots y_1 zb) = (\lambda_2 \lambda_1 y_k \cdots y_1 zb),$$

$$\cdots$$

$$\lambda_l (\lambda_{l-1} \cdots \lambda_1 y_k \cdots y_1 zb) = (\lambda_l \cdots \lambda_1 y_k \cdots y_1 zb) = (b)$$

where each $J$ denotes a Jordan block of the appropriate size. Hence $XB = C$, where $B, C \in GU_n(q)$ are both conjugates of the block diagonal matrix

$$(b, zb, y_1 zb, \ldots, y_{k-1} \cdots y_1 zb, \lambda_1 y_k \cdots y_1 zb, \ldots, \lambda_{l-1} \cdots \lambda_1 y_k \cdots y_1 zb, a_1, \ldots, a_k, J, \ldots, J).$$

Since $B$ is centralized by elements of arbitrary determinant, it is conjugate to $C$ in $G = SU_n(q)$. This proves (i) and (ii), and (iii) is clear.

Finally, when $Z = \emptyset$ we argue as above, but omit the line $Z (b, J)^{con} = (zb, J)^{con}$ and take $z = 1$. ■

**Lemma 6.33** Let $X = (Z, Y_1, \ldots, Y_k, \lambda_1, \ldots, \lambda_l)$ as in Lemma 6.31. Assume that $k \geq 2$ and that either $Z = \emptyset$, or $Z \neq \emptyset$ and $Z$ has the $(b,J)$-property for some $b \in F_0$. Then $X$ is a commutator in $G = SU_n(q)$.

**Proof** Choose any $a_3, \ldots, a_k \in F_0 \backslash \{1\}$ and write $\lambda = a_3 \cdots a_k f$, where $f$ is as in 6.32(iii). Then there exist $a_1, a_2 \in F_0 \backslash \{1\}$ such that $a_1 a_2 = \lambda^{-1}$.
Thus, if $B, C$ are as in 6.32, then $|B| = |C| = 1$, and so $B, C \in G$. As $B, C$ are $G$-conjugate, say $C = B^g$ with $g \in G$, it follows that

$$X = CB^{-1} = B^g B^{-1} = [g, B^{-1}],$$

a commutator in $G$.

**Lemma 6.34** Let $X = (Z, Y_1, \ldots, Y_k, \lambda_1, \ldots, \lambda_l)$ as in Lemma 6.31. Assume that $k \geq 2$, $Z \neq \emptyset$, and $Z$ does not have the $(b, J)$-property for any $b \in F_0$. Then $X$ is a commutator in $G = SU_n(q)$.

**Proof** Now $Z$ is as in 6.31(i). By assumption $Z$ does not have the $(b, J)$-property for any $b \in F_0$, and so by 6.30, 6.28, 6.24(i) and 6.18(i), one of the following holds:

- $q = 2 : Z = \lambda J_2 (\lambda \in F_0)$
- $q = 3 : Z = J_2$

If $l \geq 1$ then by 6.29(i), either $(Z, \lambda_1)$ has the $(b, J)$-property for some $b \in F_0$, or $q = 2$ and $(Z, \lambda_1) = (\lambda_1 J_2, \lambda_1)$. In the former case the conclusion follows from 6.33 if we replace $Z$ by $(Z, \lambda_1)$; and in the latter case $(Z, \lambda_1) = (\lambda_1 J_2, \lambda_1)$ is a commutator in $SU_3(2)$ by 6.29(i), and $X$ is conjugate to $(Z, \lambda_1, Y_1, \ldots, Y_k, \lambda_2, \ldots, \lambda_l) \in SU_3(2) \times SU_{n-3}(2) < G$, so $X$ is breakable, a contradiction. Hence we may assume that $l = 0$.

Consider now the case where $q = 2$, so that $Z = \lambda J_2$. Since $X$ is unbreakable, one of the following must hold, where $\omega \in F_0$ and $\omega \neq 1$:

- (a) $X = (J_2, Y_1, Y_2) \ (|Y_1| = \omega, |Y_2| = \omega^2)$
- (b) $X = (J_2, Y_1, Y_2, Y_3) \ (|Y_1| = |Y_2| = |Y_3| = \omega)$
- (c) $X = (\omega J_2, Y_1, Y_2) \ (|Y_1| = |Y_2| = \omega)$.

Assume first that every $Y_i$ is indecomposable. We argue in similar fashion to the proof of 6.32, but using the special properties of $Y_1$ given by 6.19 instead of the $(a, b, J)$-property. Let $A^{\text{com}}$ denote a conjugate of $A \in GU_d(q)$.

First consider case (a). Using 6.19 for $Y_1$ and the $(a, b, J)$-property for $Y_2$, write

$$J_2 (\omega, \omega) = \omega J_2,$$

$$Y_1 (\omega J_2, \omega^2, J)^{\text{com}} = (\omega^2, \omega^2, \omega, J)^{\text{com}},$$

$$Y_2 (\omega, \omega^2, J)^{\text{com}} = (\omega, \omega, J)^{\text{com}}.$$

Then $XB = C$ where $B, C \in GU_n(2)$ are both conjugate to

$$(\omega, \omega, \omega^2, \omega^2, \omega J_2, J, J).$$

This has determinant 1, so $B, C \in G = SU_n(2)$, and hence, writing $C = B^g$ with $g \in G$, we have $X = B^g B^{-1} = [g, B^{-1}]$, a commutator in $G$. 60
For case (b), we argue similarly: write

\[ J_2 (\omega, \omega) = \omega J_2, \]
\[ Y_1 (\omega J_2, \omega^2, J)^{con} = (\omega^2, \omega^2, \omega, J)^{con}, \]
\[ Y_2 (\omega^2, \omega^2, J)^{con} = (1, \omega^2, J)^{con}, \]
\[ Y_3 (1, \omega^2, J)^{con} = (\omega, \omega^2, J)^{con}. \]

Then \( XB = C \) where \( B, C \in GU_n(2) \) are both conjugate to
\[(\omega, \omega, \omega^2, \omega^2, \omega^2, 1, \omega J_2, J, J).\]
This has determinant 1, so again \( B, C \in G \) and \( X \) is a commutator in \( G\).

For case (c), write
\[ \omega^2 J_2 (\omega^2, \omega^2) = \omega J_2, \]
\[ Y_1 (\omega J_2, J)^{con} = (\omega, \omega^2, J)^{con}, \]
\[ Y_2 (\omega, \omega^2, J)^{con} = (\omega^2, \omega^2, J)^{con}. \]

Then \( XB = C \) where \( B, C \in GU_n(2) \) are both conjugate to
\[(\omega, \omega, \omega^2, \omega^2, \omega J_2, J, J).\]
Again this has determinant 1, so \( X \) is a commutator in \( G\).

This completes the argument for \( q = 2 \), assuming that all the \( Y_i \) are indecomposable. Finally, suppose one of the \( Y_i \), say \( Y_1 \), is not indecomposable. Then from the proof of 6.31, we see that \( Y_1 \) is of the form \((A_2, A_2'), (A_2, A_3), (A_2, A_4), (A_3, A_3'), (A_3, A_4), (A_2, A_2', A_2'') \) or \((A_4, A_4')\), where \( A_4 = \omega^4 J_4 \), \( A_4' = \omega^4 J_4 \).

In the first three cases, we replace \( Y_1 \) by \((Z, Y_1) \in GU_6(2), GU_7(2) \) or \( GU_8(2) \); then \( X = (Y_1, Y_2) \) or \((Y_1, Y_2, Y_3)\), and \( Y_1 \) has the \((a, b, J)-\)property for all relevant \( a, b \) by 6.22, so the conclusion follows from 6.33. In the fourth and fifth cases, we replace \( Z \) by \( A_3 \) and \( Y_1 \) by \((Z, A_3') \) or \((Z, A_4)\) (which has the \((a, b, J)-\)property by 6.21, 6.22(iii)), and apply 6.33. In the sixth case, \( X \) is breakable. Finally, in the last case, we replace \( Z \) by \( \omega^4 J_4 \) and \( Y_1 \) by \((Z, \omega J_4)\) and apply 6.33.

Now consider the case where \( q = 3 \), so that \( Z = J_2 \). Since \( X \) is unbreakable, one of the following must hold, where \( \lambda \in F_0 \) has order 4:
(a) \( X = (J_2, Y_1, Y_2) \) \(|Y_1| = \mu, |Y_2| = \mu^{-1}, 1 \neq \mu \in F_0\)
(b) \( X = (J_2, Y_1, Y_2, Y_3) \) \(|Y_1| = |Y_2| = \lambda, |Y_3| = -1\)
(c) \( X = (J_2, Y_1, Y_2, Y_3, Y_4) \) \(|Y_i| = \lambda \) for all \( i \).
Assume first that every \( Y_i \) is indecomposable. First consider case (a). If \(|\mu| = 4\), then using 6.20 for \( Y_1 \) and the \((a, b, J)-\)property for \( Y_2 \), we write
\[ J_2 (\mu, \mu) = \mu J_2, \]
\[ Y_1 (\mu J_2, J)^{con} = (-1, \mu, J)^{con}, \]
\[ Y_2 (-1, -1, J)^{con} = (-1, \mu, J)^{con}. \]
Then $XB = C$ where $B, C \in GU_n(3)$ are both conjugate to
$$(\mu, \mu, -1, -1, \mu J_2, J, J).$$

This has determinant 1, so $B, C \in G = SU_n(3)$, and we see that $X$ is a commutator in $G$ as above. If $\mu = -1$, write instead
\begin{align*}
J_2(\lambda, \lambda) &= \lambda J_2, \\
Y_1(\lambda J_2, J)^{\text{con}} &= (-\lambda, \lambda, J)^{\text{con}}, \\
Y_2(-\lambda, \lambda, J)^{\text{con}} &= (\lambda, \lambda, J)^{\text{con}}.
\end{align*}

Then $XB = C$ where $B, C$ are both conjugate to $(\lambda, \lambda, \lambda, -\lambda, \lambda J_2, J, J, J)$, of determinant 1, so again $X$ is a commutator in $G$.

Now consider (b). Write
\begin{align*}
J_2(\lambda, \lambda) &= \lambda J_2, \\
Y_1(\lambda J_2, J)^{\text{con}} &= (-1, \lambda, J)^{\text{con}}, \\
Y_2(-1, -1, J)^{\text{con}} &= (-1, -\lambda, J)^{\text{con}} \\
Y_3(-\lambda, \lambda, J)^{\text{con}} &= (\lambda, \lambda, J)^{\text{con}}.
\end{align*}

Then $XB = C$ where $B, C$ are both conjugate to
$$(\lambda, \lambda, -\lambda, -1, -1, \lambda J_2, J, J, J),$$
of determinant 1, so again $X$ is a commutator in $G$.

For case (c), write
\begin{align*}
J_2(\lambda, \lambda) &= \lambda J_2, \\
Y_1(\lambda J_2, J)^{\text{con}} &= (-1, \lambda, J)^{\text{con}}, \\
Y_2(-1, -1, J)^{\text{con}} &= (-1, -\lambda, J)^{\text{con}} \\
Y_3(-\lambda, \lambda, J)^{\text{con}} &= (1, \lambda, J)^{\text{con}} \\
Y_4(1, \lambda, J)^{\text{con}} &= (\lambda, \lambda, J)^{\text{con}}.
\end{align*}

Then $XB = C$ where $B, C$ are both conjugate to
$$(\lambda, \lambda, \lambda, \lambda, -\lambda, 1, -1, \lambda J_2, J, J, J, J).$$

This has determinant 1, so once again $X$ is a commutator in $G$.

This completes the argument for $q = 3$, assuming that all the $Y_i$ are indecomposable. Finally, suppose one of the $Y_i$, say $Y_1$, is not indecomposable. The proof of 6.31 implies that $Y_1$ is of the form $(A_2, A_2'), (A_2, A_3), (A_3, A_3')$ or $(A_2, A_2', A_2'')$. In the first case we replace $Y_1$ by $(Z, Y_1) \in GU_6(3)$, as this has the $(a, b, J)$-property by 6.25(i); then the conclusion follows from 6.33. In the second case, $(Z, Y_1) = (J_2, A_2, A_3)$. If $(J_2, A_2)$ has the $(a, b, J)$-property for all relevant $a, b$ then replace $Z$ by $A_3$, $Y_1$ by $(J_2, A_2)$ and apply 6.33; otherwise, by 6.24 $A_2 = \lambda J_2$ with $|\lambda| = 4$, and we replace $Z$ by $\lambda J_2$.
Y₁ by (J₂, A₃) (which has the (a, b, J)-property by 6.21), and apply 6.33. Similarly in the third case we replace Z by A₃ and Y₁ by (J₂, A₃′). In the last case, A₂ ≠ J₂ (otherwise X would be breakable), and we replace Z by A₂ and Y₁ by (J₂, A₂′, A₂″), which has the (a, b, J)-property by 6.25.

This completes the proof of the lemma.

The last two lemmas give the following:

**Corollary 6.35** If X = (Z, Y₁, ..., Yₖ, λ₁, ..., λₙ) as in Lemma 6.31, and k ≥ 2, then X is a commutator in G = SUₙ(q).

Hence we may now assume that X is as in Lemma 6.31 with k ≤ 1.

**Lemma 6.36** Let X = (Z, Y₁, λ₁, ..., λₙ) as in Lemma 6.31 (so with k = 1). If either Z = ∅, or Z has the (b, J)-property for at least three values of b ∈ F₀, then X is a commutator in G.

**Proof** We argue as in the proof of 6.32. Write z = |Z| if Z ≠ ∅, and z = 1 otherwise; and let y₁ = |Y₁|. By hypothesis, if Z ≠ ∅ then we can find b ∈ F₀ such that Z has the (b, J)-property and also bz₁, y₁bz ≠ 1. Then Y₁ has the (zb, a, J)-property for any a ∈ F₀. Hence we can write (omitting the first line and choosing any b ≠ 1, y₁⁻¹ if Z = ∅):

\[
\begin{align*}
Z(b, J)^{\text{con}} &= (zb, J)^{\text{con}}, \\
Y₁(zb, a, J)^{\text{con}} &= (y₁zb, a, J)^{\text{con}}, \\
λ₁(y₁zb) &= (λ₁y₁zb), \\
\vdots \\
λ₁(λ₁⁻₁ \cdots λ₁y₁zb) &= (b).
\end{align*}
\]

Hence XB = C, where B, C ∈ GUₙ(q) are both conjugates of

(a, b, zb, y₁zb, λ₁y₁zb, ..., λ₁⁻₁ \cdots λ₁y₁zb, J, J).

We can choose a ∈ F₀ such that |B| = 1. Then B, C ∈ G and are G-conjugate, so X is a commutator in G.

**Lemma 6.37** Let X = (Z, Y₁, λ₁, ..., λₙ) as in Lemma 6.31, and suppose that q ≥ 4. Then X is a commutator in G.

**Proof** If Z = ∅ then this statement follows from the previous lemma, so assume Z ≠ ∅. Recall from 6.31 that Z = A₂, A₃ or (A₂, A₂). If q ≥ 5 then by 6.30, 6.28 and 6.24, Z has the (b, J)-property for at least three values of b ∈ F₀, and the conclusion again follows from 6.36.
Now assume that \( q = 4 \). We may also assume that \( Z \) has the \((b, J)\)-property for fewer than three values of \( b \), whence by 6.30, 6.28 and 6.24 we have \( Z = \lambda J_2 \) with \(|\lambda| = 5\). By 6.30, \( Z \) has the \((b, J)\)-property for \( b = \lambda \) or \( \lambda^2 \). Since \(|Z| = z = \lambda^2\), \( bz \neq 1 \) for both possible values of \( b \), and hence we can choose \( b \in \{\lambda, \lambda^2\} \) such that \( bz, y_1bz \neq 1 \). Now the proof of 6.36 gives the conclusion.

Lemma 6.38 Let \( X = (Z, Y, \lambda_1, \ldots, \lambda_l) \) as in Lemma 6.31, and suppose that \( q = 3 \). Then \( X \) is a commutator in \( G \).

Proof As in the previous proof, we can assume that \( Z \) has the \((b, J)\)-property for fewer than three values of \( b \), whence by 6.30, 6.28 and 6.24 we have \( Z = \lambda J_2 \) or \( -\lambda J_2 \). Since \(|Z| = z = \lambda^2\), \( bz \neq 1 \) for both possible values of \( b \), and hence we can choose \( b \in \{\lambda, \lambda^2\} \) such that \( bz, y_1bz \neq 1 \). Now the proof of 6.36 gives the conclusion.

Finally, assume that \( Z = J_2 \), so \( X = (J_2, Y_1) \). Using 6.20, we choose \( \lambda \in F_0 \) of order 4 and write

\[
J_2 (\lambda, \lambda)^{con} = \lambda J_2^{con} \\
Y_1 (\lambda J_2, J)^{con} = (\lambda, \lambda, J)^{con}
\]

so that \( XB = C \) with \( B, C \) conjugate to \((\lambda, z \lambda, a, 1, J)\), and taking \( a = -z^{-1} \) we have \(|B| = 1\), so \( X \) is a commutator in \( G \).

64
Lemma 6.39 Let \( X = (Z,Y_1,\lambda_1,\ldots,\lambda_l) \) as in Lemma 6.31, and suppose that \( q = 2 \). Then \( X \) is a commutator in \( G \).

Proof If \( Z \) has the \((b,J)\)-property for all \( b \in F_0 \), then the conclusion follows from 6.36, so assume this is not the case. Then 6.28 and 6.24 imply that \( Z = \lambda J_2, \lambda J_3 \) or \( \lambda (J_2, J_2) \) for some \( \lambda \in F_0 \) (with \( \lambda \neq 1 \) in the last case).

Suppose \( Z = \lambda J_3 \) or \( \lambda (J_2, J_2) \). If \( l \geq 1 \) then \((Z,\lambda_1)\) has the \((b,J)\)-property for all \( b \) by 6.22(iv) and 6.26, so we replace \( Z \) by this and apply 6.36. If \( l = 0 \) we argue in the usual way: \( Z = \lambda J_3 \) has the \((b,J)\)-property for some \( b \neq 1 \) by 6.28, and we write

\[
Z(b,J)^{con} = (b,J)^{con} \\
Y_1(b,b,J)^{con} = (b,b,J)^{con};
\]

\( Z = \lambda (J_2, J_2) \) has the \((\lambda,J)\)-property by 6.24, and we write

\[
Z(\lambda,J)^{con} = (\lambda^2,J)^{con} \\
Y_1(\lambda^2,1,J)^{con} = (\lambda,1,J)^{con}.
\]

It follows that \( X \) is a commutator in both cases in the usual way.

Now suppose \( Z = \lambda J_2 \). If \( l \geq 2 \) then \((Z,\lambda_1,\lambda_2)\) has the \((b,J)\)-property for all \( b \) by 6.27, and the conclusion follows using 6.36. If \( l = 1 \) then, by 6.29, writing \( Z' = (Z,\lambda_1) \), either \( Z' = \lambda (J_2,1) \) or \( |Z'| = \mu \) and \( Z' \) has the \((\mu,J)\)-property for some \( \mu \neq 1 \). In the first case, \( Z' \) is a commutator in \( \text{SU}_3(2) \) by 6.29(i), and \( X \in \text{SU}_3(2) \times \text{SU}_{n-3}(2) \) is breakable, a contradiction. In the second case we write

\[
Z'(\mu,J)^{con} = (\mu^2,J)^{con} \\
Y_1(\mu^2,1,J)^{con} = (\mu,1,J)^{con},
\]

from which it follows that \( X \) is a commutator in the usual way.

Finally, assume \( l = 0 \), so that \( X = (\lambda J_2, Y_1) \). If \( \lambda = 1 \), pick \( 1 \neq \omega \in F_0 \) and use 6.19 to write

\[
J_2(\omega,\omega) = \omega J_2 \\
Y_1(\omega J_2,\omega^2,J)^{con} = (\omega,\omega,\omega^2,J)^{con};
\]

if \( \lambda \neq 1 \), use 6.19 to write

\[
\lambda J_2(\lambda,\lambda) = \lambda^2 J_2 \\
Y_1(\lambda^2 J_2,J)^{con} = (\lambda,\lambda,J)^{con}.
\]

In either case it follows as usual that \( X \) is a commutator in \( G \).

The last three lemmas imply:
Corollary 6.40 If \( X = (Z, Y_1, \lambda_1, \ldots, \lambda_l) \) as in 6.31 (with \( k = 1 \)), then \( X \) is a commutator in \( G = SU_n(q) \).

It remains to deal with the case where \( k = 0 \), so

\[
X = (Z, \lambda_1, \ldots, \lambda_l)
\]

where \( Z \) is one of \( \emptyset, A_2, A_3, (A_2, A'_2) \) or \( \omega J_4(q = 2) \) and \( 1 \neq \lambda_i \in F_0 \).

Proposition 6.41 If \( X = (Z, \lambda_1, \ldots, \lambda_l) \) as in (20), and \( q = 2 \) or \( 3 \), then \( X \) is a commutator in \( G \).

Proof First suppose \( q = 2 \). If \( X \) has a sub-matrix \( (\omega, \omega, \omega) \) \((1 \neq \omega \in F_0)\), then this is a commutator in \( SU_3(2) \), and so \( X \in SU_3(2) \times SU_{n-3}(2) \) is breakable, a contradiction. Thus no three of the \( \lambda_i \) are equal, and none is equal to 1. It follows that \( l \leq 4 \). Since \( n \geq 8 \), we deduce that \( l = 4 \) and \( n = 8 \), and moreover the \( \lambda_i \) must be \( \omega, \omega, \omega, \omega^2 \) in some order. But these have product 1, hence \( |Z| = 1 \) and \( X \in SU_4(2) \times SU_4(2) \) is breakable, a contradiction.

Now assume \( q = 3 \) and let \( \lambda \) denote either of the elements in \( F_0 \) of order 4. As \( n \geq 7 \) by assumption, \( l \geq 3 \). If \( Z = A_3 \) or \( (A_2, A'_2) \) then 6.23 shows that \( (Z, \lambda_1, \lambda_2) \) or \( (Z, \lambda_1) \) (resp.) has the \((a, b, J)\)-property for all relevant \( a, b \), except when \( (Z, \lambda_1) = (\lambda J_2, \lambda J_2, \lambda) \). Excluding this exception, we can write \( Y_1 \) for \( (Z, \lambda_1, \lambda_2) \) or \( (Z, \lambda_1) \) and apply 6.36 to obtain the conclusion. In the exceptional case we may assume that \( X = (\lambda J_2, \lambda J_2, \lambda, \lambda, \lambda) \) (there cannot be four \( \lambda \)'s as \( X \) is unbreakable). But this implies \( |X| = \lambda^3 \neq 1 \), a contradiction.

Hence we may assume that \( Z = \emptyset \) or \( A_2 \). In the first case \( X = (\lambda_1, \ldots, \lambda_l) \) is diagonal, and we can assume it has no sub-matrix \((-1, -1)\) (as this is a commutator in \( SU_2(3) \)) or \((\lambda, \lambda, \lambda, \lambda)\) (as this has determinant 1). The only possibility with \( n \geq 7 \) and all \( \lambda_i \neq 1 \) is that \( X = (-1, \lambda, \lambda, -\lambda, -\lambda, -\lambda) \). But this has determinant \(-1 \), a contradiction.

Assume finally that \( Z = A_2 \). If \( |Z| = 1 \) then we may assume that \( X \) has no sub-matrix \((-1, -1)\) as before, and also no sub-matrix \((\lambda, -\lambda)\) (otherwise \((Z, \lambda, -\lambda)\) would have determinant 1). This is impossible if \( n \geq 7 \). If \( |Z| = -1 \) then we can assume that no \( \lambda_i \) is \(-1 \), and there is no sub-matrix \((\lambda, \lambda)\) (since \((Z, -1)\) and \((Z, \lambda, \lambda)\) have determinant 1), and again this cannot happen if \( n \geq 7 \). If \( |Z| = \lambda \) then we may assume that no \( \lambda_i \) is \(-\lambda \) and there is no sub-matrix \((-1, -1)\), and once more this is impossible for \( n \geq 7 \). This completes the proof.

We may now assume that \( q \geq 4 \). Recall the assumption at the beginning of this section that \( n \geq 5 \). If \( X = \lambda I \), a scalar matrix, then \( X \) is a
commutator by Lemma 2.3. Thus we assume also that $X$ is not a scalar matrix.

**Proposition 6.42** If $X = (Z, \lambda_1, \ldots, \lambda_l)$ as in (20), then $X$ is a commutator in $GU_n(q)$. If $(n, q + 1) = 1$ then $X$ is a commutator in $SU_n(q)$.

**Proof** If $Z \neq \emptyset$, then by 6.30, 6.28 and 6.24, $Z$ has the $(b, J)$-property for some $b \in F_0$. If $Z = \emptyset$, then, since $X$ is non-scalar, by 6.30 there exist $\lambda_j, \lambda_k$ with $\lambda_j \neq \lambda_k$ where the diagonal matrix $(\lambda_j, \lambda_k)$ has the $(b, J)$-property for some $b$. Setting $Z = (\lambda_j, \lambda_k)$ and relabelling the $\lambda_i$ in the latter case, we may therefore write in the usual way

$$Z (b, J)^{\text{con}} = (zb, J)^{\text{con}},$$

$$\lambda_1(zb) = (\lambda_1 zb),$$

$$\cdots$$

$$\lambda_l(\lambda_{l-1} \cdots \lambda_1 zb) = (b)$$

(where $z = |Z|$). Hence $XB = C$ where $B, C \in GU_n(q)$ are both conjugate to $(b, zb, \lambda_1 zb, \ldots, \lambda_{l-1} \cdots \lambda_1 zb, J)$. Therefore $X$ is a commutator in $GU_n(q)$. If $(n, q + 1) = 1$ then $GU_n(q) = SU_n(q) \times Z_{q+1}$, and it follows that $X$ is a commutator in $SU_n(q)$.

**Proposition 6.43** If $X = (Z, \lambda_1, \ldots, \lambda_l)$ as in (20), with $q \geq 4$, then $X$ is a commutator in $G$.

**Proof** By the previous proposition, we may assume that $(n, q + 1) \neq 1$. Since $X$ is unbreakable, it has no proper sub-matrix of determinant 1. Hence the total number of indecomposable blocks in $X$ (namely $l$ if $Z = \emptyset$, $l + 1$ if $Z = A_2$ or $A_3$, and $l + 2$ if $Z = (A_2, A'_2)$) is at most $q + 1$. In particular

$$n = \dim V \leq q + 3.$$  \hspace{1cm} (21)

Observe that if $X$ has exactly $q + 1$ indecomposable blocks, then its unbreakability implies that each of these blocks must have the same determinant $\lambda$, an element of $F_0$ of order $q + 1$.

Consider first $q = 4$. Here $n \leq 7$ and $(n, 5) \neq 1$, so $n = 5$ and $G = SU_5(4)$. For this group, the conclusion follows from 3.1.

Next consider $q = 5$. Here $n \leq 8$ and $(n, 6) \neq 1$, so $n = 6$ or 8. If $Z = \emptyset$ then $n = 6$, and the above observation implies that all $\lambda_i$ are equal, so $X$ is a scalar, contrary to the remark preceding 6.42. Suppose $Z = A_2$. Again $n = 6$ and $X = (A_2, \lambda_1, \lambda_2, \lambda_3, \lambda_4)$. Since $X$ has no proper sub-matrix of determinant 1, there exists $\lambda \in F_0$ of order 6 such that one of the following holds:

(a) $X = (A_2, \lambda, \lambda, \lambda, \lambda)$, $|A_2| = \lambda^2$
(b) \( X = (A_2, \lambda^2, \lambda, \lambda, \lambda) \), \(|A_2| = \lambda\).

In case (a), 6.30 shows that \( A_2 \) has the \((b, J)\)-property for \( b = \lambda^2 \), and we write

\[
A_2 (\lambda^2, 1) = (\lambda^4, 1), \quad \lambda (\lambda^4) = (\lambda^5), \quad \lambda (\lambda^5) = (1), \quad \lambda (1) = (\lambda), \quad \lambda (\lambda) = (\lambda^2),
\]

so \( XB = C \) with \( B, C \) conjugate to \((1, 1, \lambda, \lambda^2, \lambda^4, \lambda^5)\), of determinant 1.

In case (b), \( A_2 \) has the \((b, J)\)-property for \( b = \lambda \) and we similarly see that \( XB = C \) with \( B, C \) conjugate to the same matrix. Hence \( X \) is a commutator in \( G \) in either case.

Now suppose \( Z = A_3 \) (still with \( q = 5 \)). If \( n = 8 \) then, since it has no proper sub-matrix of determinant 1, \( X = (A_3, \lambda, \lambda, \lambda, \lambda, \lambda, \lambda, \lambda) \) with \(|A_3| = \lambda\), where \( \lambda \in F_0 \) has order 6. Then \( Z' = (A_3, \lambda) \) has the \((b, J)\)-property for \( b = \lambda^2 \) by 6.26, so we argue as above to see that \( XB = C \) with \( B, C \) conjugate to \((\lambda^2, \lambda^4, \lambda^5, 1, \lambda, J)\), of determinant 1. If \( n = 6 \) then \( X = (A_3, \lambda_1, \lambda_2, \lambda_3) \). If, for some \( i \), \((A_3, \lambda_i)\) has the \((a, b, J)\)-property for all relevant \( a, b \), then we can use 6.40 to obtain the result; otherwise, 6.26 shows that \( X = (\lambda J_3, \lambda, \lambda) \) with \(|\lambda| = 6 \). In the latter case \( X_4 = (\lambda J_3, \lambda) \) has the \((a, b, J)\)-property for \((a, b) = (\lambda, 1)\) by 6.26(iii), so we write

\[
X_4 (\lambda, 1, J) = (\lambda^5, 1, J), \quad \lambda (\lambda^5) = (1), \quad \lambda (1) = (\lambda),
\]

and so \( XB = C \) with \( B, C \) conjugate to \((\lambda, \lambda^5, 1, 1, J)\), of determinant 1, giving the conclusion.

Now suppose \( Z = (A_2, A_2') \) (still with \( q = 5 \)). If \( n = 8 \), then its unbreakability implies that \( X = (A_2, A_2', \lambda, \lambda, \lambda, \lambda, \lambda, \lambda) \) with \(|A_2| = |A_2'| = \lambda\), where \( \lambda \in F_0 \) has order 6. By 6.24, \( Z \) has the \((b, J)\)-property for all \( b \in F_0 \) (noting that \( A_2 = \mu J_2 = |A_2| = \lambda \) has order 6), so taking \( b = \lambda^2 \) we get \( XB = C \) with \( B, C \) conjugate to \((\lambda^2, \lambda^4, \lambda^5, 1, \lambda, J)\), of determinant 1. Suppose now that \( n = 6 \), \( X = (A_2, A_2', \lambda_1, \lambda_2) \). Since \( X \) is unbreakable, there exists \( \lambda \in F_0 \) of order 6 such that the values of \(|A_2|, |A_2'|, \lambda_1, \lambda_2 \) are, in some order, one of the following:

(i) \( \lambda, \lambda, \lambda, \lambda^3 \)
(ii) \( \lambda, \lambda, \lambda^2, \lambda^2 \)
(iii) \( \lambda^2, \lambda^2 \lambda^3, \lambda^5 \).

If \( Z \) satisfies the \((a, b, J)\)-property for all relevant \( a, b \), then the result follows from 6.40, so assume this is not the case. Now 6.24 shows that \( A_2 = A_2' \), and hence \(|A_2| = |A_2'| = \lambda \) or \( \lambda^2 \).
If \(|A_2| = \lambda\) of order 6, then by 6.24(iii), \(A_2 = (\omega, \omega^{-5})\) with \(|\omega| = 24\), and \(\lambda = \omega^{-4}\). Also \(\lambda_1, \lambda_2 = \lambda, \lambda^3\) or \(\lambda^2, \lambda^5\) from (i),(ii),(iii) above. In the first case note that by 6.24(iii), \(Z\) has the \((a, b, J)\)-property for \((a, b) = (\lambda, \lambda^4)\) and write
\[
Z (\lambda, \lambda^4, J)^{con} = (\lambda^3, \lambda^4, J)^{con},
\]
\[
\lambda (\lambda^3) = (\lambda^4),
\]
\[
\lambda^3 (\lambda^4) = (\lambda),
\]
so \(XB = C\) with \(B, C\) conjugate to \((\lambda, \lambda^4, \lambda^3, \lambda^4, J)\), of determinant 1; and in the second case similarly use the \((a, b, J)\)-property for \(Z\) with \((a, b) = (\lambda, -1)\) to get \(XB = C\) with \(B, C\) conjugate to \((\lambda, -1, \lambda^3, \lambda^5, J)\), of determinant 1. The result follows.

To conclude the proof of the proposition for \(q = 5\), consider finally the case where \(|A_2| = \lambda^2\). Here \(\lambda_1, \lambda_2 = \lambda, \lambda\) or \(\lambda^3, \lambda^5\) from (i),(ii),(iii) above. In the first case use the \((a, b, J)\)-property of \(Z\) with \((a, b) = (\lambda^4, 1)\), and in the second use the \((a, b, J)\)-property with \((a, b) = (\lambda, \lambda^4)\) (given by 6.24(iii)), to see that \(XB = C\) with \(B, C\) conjugate to \((\lambda^2, \lambda^3, \lambda^4, -1, J)\) or \((\lambda, \lambda^4, \lambda^5, \lambda^3, J)\) in the respective cases. These have determinant 1, so \(X\) is a commutator in \(G\). This completes the proof for \(q = 5\).

Suppose finally that \(q = 7\). Now \(n \leq 10\) by (21), and \((n, 8) \neq 1\), so \(n = 6, 8, 10\). If \(Z = \emptyset\) then \(n = 6, 8\). In the latter case \(X = \lambda I\), which was excluded just before 6.42; and when \(n = 6\), since \(X\) is unbreakable, there exists \(\lambda \in F_0\) of order 8 such that \(X = (\lambda^3, \lambda, \lambda, \lambda, \lambda)\) or \((\lambda^2, \lambda, \lambda, \lambda, \lambda, \lambda^2)\). In the first case the sub-matrix \(X_2 = (\lambda^3, \lambda)\) has the \((b, J)\)-property for \(b = \lambda^2\) by 6.30, so we can write
\[
X_2 (\lambda^2, 1)^{con} = (\lambda^6, 1)^{con},
\]
\[
\lambda (\lambda^6) = (\lambda^7),
\]
\[
\lambda (\lambda^7) = (1),
\]
\[
\lambda (1) = (\lambda),
\]
\[
\lambda (\lambda) = (\lambda^2),
\]
and so \(XB = C\) with \(B, C\) conjugate to \((\lambda, \lambda^2, \lambda^6, \lambda^7, 1, 1)\), of determinant 1. In the second case the sub-matrix \((\lambda^2, \lambda)\) has the \((b, J)\)-property for \(b = \lambda^6\) by 6.30, and we argue similarly that \(XB = C\) with \(B, C\) conjugate to \((\lambda, \lambda^2, \lambda^3, \lambda^4, \lambda^6, 1)\). Hence \(X\) is a commutator in \(G\).

Next suppose \(Z = A_2\). Then \(n = 6\) or 8. If \(X_4 = (A_2, \lambda_i, \lambda_j)\) has the \((b, J)\)-property for all \(b \in F_0\) for some \(i, j\) (say for \(i, j = 1, 2\), then taking \(x_4 = |X_4|\) and writing \(X_4 (b, J)^{con} = (x_4 b, J)^{con}\), \(\lambda_3 (x_4 b) = (\lambda_3 x_4 b)\) and so on, we see that \(XB = C\) with \(B, C\) conjugate and \(|B| = b^{n-3} f(x_4, \lambda_i)\). As \(n - 3 = 3\) or 5, coprime to \(|F_0| = 8\), we can choose \(b \in F_0\) such that \(|B| = 1\), giving the result. Otherwise, no such \(X_4\) has the \((b, J)\)-property for all \(b\), and so by 6.27 \(X = (\lambda J_2, \lambda, \lambda, \lambda, \lambda, \lambda, \lambda)\), where \(|\lambda| = 8\). Here, the sub-matrix \(X_4 = (\lambda J_2, \lambda, \lambda)\) has the \((b, J)\)-property for \(b = \lambda^2\) by 6.27, and we write \(X_4 (\lambda^2, J)^{con} = (\lambda^6, J)^{con}\), \(\lambda (\lambda^6) = (\lambda^7)\), and so on, to see
that $XB = C$ with $B, C$ conjugate to $(\lambda, \lambda^2, \lambda^6, \lambda^7, 1, J)$, of determinant 1, giving the conclusion.

Next consider $Z = A_3$. If for some $i$, $(A_3, \lambda_i)$ has the $(a, b, J)$-property for all relevant $a, b \in F_0$, then 6.36 (with $Z = \emptyset, Y_1 = (A_3, \lambda_i)$) gives the result. Otherwise, 6.26 shows that $(A_3, \lambda_i) = (\lambda J_3, \lambda)$ $(\lambda \mid 8)$ for all $i$, whence $n = 8$ and $X = (\lambda J_3, \lambda, \lambda, \lambda, \lambda, \lambda)$. Then by 6.26, $X_4 = (\lambda J_3, \lambda)$ has the $(b, J)$-property for all $b \in F_0$, in particular for $b = \lambda^2$. Hence, writing $X_4 (\lambda^2, J)^{\text{con}} = (\lambda^6, J)^{\text{con}}, \lambda (\lambda^6) = (\lambda^7)$ and so on, we see that $XB = C$ with $B, C$ conjugate to $(\lambda, \lambda^2, \lambda^6, \lambda^7, 1, J)$, of determinant 1.

Finally, consider $Z = (A_2, A_2')$. By 6.24, $Z$ has the $(b, J)$-property for all $b \in F_0$, so taking $z = |Z|$ and writing $Z (b, J)^{\text{con}} = (zb, J)^{\text{con}}, \lambda_1 (zb) = (\lambda_1 zb)$ and so on, we see that $XB = C$ with $B, C$ conjugate and $|B| = b^{n-3} f(z, \lambda_i)$. As $n - 3 = 3, 5$ or 7, coprime to $|F_0| = 8$, we can choose $b \in F_0$ such that $|B| = 1$, giving the result. This completes the proof for $q = 7$, and hence the proposition is now proved. 

Taken together, 6.31, 6.35, 6.40, 6.41 and 6.43 constitute a complete proof of Theorem 6.1.

7 Exceptional groups

We now prove Ore’s conjecture for exceptional groups of Lie type. Lemma 2.2 implies that we need only consider the types $E_6^{8}(\epsilon = \pm)$, $E_7$ and $E_8$.

**Theorem 7.1** Let $G$ be one of the simple groups $E_8(q)$, $E_7(q)$ and $E_6^{8}(q)$. Every element of $G$ is a commutator.

Write $K = \bar{F}_q$, the algebraic closure of $F_q$, let $\bar{G}$ be a simple adjoint algebraic group over $K$ of type $E_6$, $E_7$ or $E_8$, and let $\sigma$ be a Frobenius morphism of $\bar{G}$ with fixed point group $\bar{G}_\sigma$, so that $\bar{G}_\sigma$ is one of the simple groups $E_6^{8}(q)$, $E_7(q)$ or $E_8(q)$.

**Lemma 7.2** Let $G$ be one of the simple groups $E_8(q)$, $E_7(q)$ or $E_6^{8}(q)$ (where $q > 2$).

(i) $G$ has an irreducible character $\chi_0$ of degree listed in the following table, and all other nontrivial irreducible characters $\chi$ of $G$ have degree greater than the bound indicated in the table.

<table>
<thead>
<tr>
<th>$G$</th>
<th>$\chi_0(1)$</th>
<th>lower bound for $\chi(1)$, $\chi \neq 1, \chi_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_8(q)$</td>
<td>$q(q^2+1)^2(q^3+1)(q^6+1)(q^{12}+1)$</td>
<td>$q^{16}$</td>
</tr>
<tr>
<td>$E_7(q)$</td>
<td>$q(q^{14}+1)(q^6+1)$</td>
<td>$q^{26}$</td>
</tr>
<tr>
<td>$E_6^{8}(q)$</td>
<td>$q(q^4+1)(q^7+\epsilon q^3+1)$</td>
<td>$q^{16}/2$</td>
</tr>
</tbody>
</table>
(ii) If $1 \neq u \in G$ is unipotent, $1 \neq x \in G$ is arbitrary, and $1 \neq \chi \in \text{Irr}(G)$,
\[
\frac{|\chi(u)|}{\chi(1)} \leq \frac{3}{4}, \quad \frac{|\chi(x)|}{\chi(1)} \leq \frac{19}{20}.
\]

(iii) The number of conjugacy classes $k(G)$ satisfies the upper bound in the following table.

<table>
<thead>
<tr>
<th>$G$</th>
<th>upper bound for $k(G)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_8(q)$</td>
<td>$4.52 q^8$</td>
</tr>
<tr>
<td>$E_7(q)$</td>
<td>$531, q = 2$</td>
</tr>
<tr>
<td></td>
<td>$4.18 q^7, q \geq 3$</td>
</tr>
<tr>
<td>$E_6(q)$</td>
<td>$1389, q = 3$</td>
</tr>
<tr>
<td></td>
<td>$4.35 q^6, q \geq 4$</td>
</tr>
</tbody>
</table>

Proof (i) This follows from [32].

(ii) This follows from [21].

(iii) The precise number of conjugacy classes in the adjoint groups is given by [14, 15]. The conclusion follows for $E_8(q)$. To get correct bounds for the simple groups of type $E_7$ and $E_6$, it suffices to multiply the numbers in [15] by $(2, q - 1)$ and $(3, q - \epsilon)$ respectively. ■

Proof of Theorem 7.1 for $E_8(q)$

Let $G = E_8(q)$. We give a proof which works for all $q$, even though we only need to consider $q \leq 5$ by [12]. In the proof we freely use the information about conjugacy classes of unipotent elements in $G$ given in [35], and about subsystem subgroups and their centralizers given in [27] and [28, Section 4].

Case 1: Unipotent elements

Let $x \in G$ be a non-identity unipotent element. We show that $x$ is a commutator. By Lemma 7.2(i),
\[
E(x) = \sum_{1 \neq \chi \in \text{Irr}(G)} \frac{\chi(x)}{\chi(1)} \leq \frac{3}{4} + \sum_{\chi \neq 1, \chi_0} \frac{\chi(x)}{\chi(1)}.
\]

By Lemma 7.2, the characters in the latter sum have degree greater than $q^{46}$, and there are less than $4.52 q^8$ of them. Hence using Lemma 2.6,
\[
E(x) \leq \frac{3}{4} + \frac{|C_G(x)|^{1/2} \sqrt{4.52} q^4}{q^{46}}.
\]

Thus $|E(x)| < 1$ if the second term is less than $1/4$. This holds if $|C_G(x)|^{1/2} < q^{82}/(4 \cdot \sqrt{4.52})$, which holds if $|C_G(x)| < q^{84}/73$, hence also if $|C_G(x)| < q^{77}$. 71
Therefore by Lemma 2.5, in this case (x unipotent) we may assume that

\[ |C_G(x)| > q^{77}. \]

Referring to [35, Table 10, p. 455], it follows that x lies in one of the \( \bar{G} \)-classes with the following labels:

\[
D_4, D_4(a_1), 2A_2 + 2A_1, 2A_2 + A_1, A_3, 2A_2, A_2 + 3A_1, \\
A_2 + 2A_1, A_2 + A_1, 4A_1, A_2, 3A_1, 2A_1, A_1.
\]

Hence x is a distinguished unipotent element in a Levi subgroup \( \bar{L} \) of \( \bar{G} \) corresponding to the label.

Write \( C = C_G(x) \). By Lang’s Theorem (see [43, I, 3.4]), the number of \( G \)-classes in \( x^G \cap G \) is equal to the number of classes in \( C/C^0 \). When \( C = C^0 \), this number is 1, and so we may take \( \bar{L} \) to be \( \sigma \)-stable, and \( x \in \bar{L}' = L(q) \).

For each Levi subgroup in the above list, \( L(q) \) is contained in a subsystem subgroup \( D_4(q) \) or \( A_4(q)A_4(q) \). By Lemmas 3.2 and 2.1, every element of each of these groups is a commutator, so the result follows when \( C = C^0 \).

Now assume that \( C \neq C^0 \). By [35, Table 10], the possible labels for the \( \bar{G} \)-class of x are \( D_4(p = 2), D_4(a_1), 2A_2, A_2 + A_1 \) and \( A_2 \). In the first case \( |C/C^0| = 2 \), so there are 2 \( G \)-classes in \( x^G \cap G \). The unipotent element x lies in a subgroup of \( G_2 \) of \( \bar{L}' \), centralizing an \( F_4 \) in \( \bar{G} \), and this \( F_4 \) is the reductive part of \( C_G(x) \). Thus there are representatives of both \( G \)-classes lying in \( C_G(F_4(q)) \). Hence they lie in \( C_G(F_4(q)) = G_2(q) \), and so in a subgroup of \( D_4(q) \), and the result follows, again by 3.2.

A similar argument works for the class \( D_4(a_1) \): here \( C/C^0 \cong S_3 \) acting as graph automorphisms on both the derived group of the Levi subgroup \( \bar{L}' = D_4 \), and the reductive part \( D = D_4 \) of \( C_G(x) \). Observe that \( C_G(\bar{L}') = D \) and vice versa. Hence the class representatives in \( G = \bar{G}_0 \) lie in a subgroup of \( C_G(D_q) = \bar{L}'_q \), a possibly twisted subgroup \( D_4(q) \), and again the result follows using 3.2.

The same argument works for the class \( A_2 + A_1 \): here the reductive part \( D = A_5 \) of \( C_G(x) \) has centralizer \( \bar{L}' = A_2A_1 \), so the class representatives in \( G \) lie in \( \bar{L}'_q = A_2^5(q)A_1(q) \), which lies in a subgroup of \( D_4(q)D_4(q) \).

Finally consider the class \( 2A_2 \). The corresponding class representatives in \( G \) are given in [35, Lemma 109], where they are called \( z_{181}, z_{182} (p = 2), z_{183} (p \neq 2) \). The first of these lies in a Levi subgroup \( \bar{L}'_q = A_2^2(q)^2 \), giving the conclusion in the usual way by 2.1. The expressions for \( z_{182}, z_{183} \) are products of root elements of \( G \) involving the roots \( \alpha_i \) for \( i = 53, 54, 55, 57, 117, 122, 124 \). Using [35, Table 11], we have, in the more usual notation for roots (i.e. \( c_1 \ldots c_8 \) denotes the root \( \sum c_i \alpha_i \), where \( \alpha_i (1 \leq i \leq 8) \) are the fundamental roots):

\[
\begin{align*}
\alpha_{53} &= 12232100, & \alpha_{54} &= 11232110, & \alpha_{55} &= 11222210, & \alpha_{57} &= 11232210, \\
\alpha_{117} &= 11222111, & \alpha_{122} &= 11122221, & \alpha_{124} &= 11232211
\end{align*}
\]
These roots span a subsystem $A_2D_4$. Hence the representatives $z_{182}, z_{183}$ lie in a subgroup $A_2(q)D_4(q)$, and the result follows as usual. This completes the unipotent case.

**Case 2:** Non-unipotent elements Now let $x = su \in G$, where $s \neq 1$ is the semisimple part of $x$ and $u$ is the unipotent part. Using Lemma 7.2 as above,

$$E(x) = \sum_{\chi \leq \text{Irr}(G)} \epsilon(x, \chi) \chi(1) \leq \frac{19}{20} + \sum_{\chi \neq 1, \chi(1)} \chi(1) \leq \frac{19}{20} + \frac{|C_G(x)|^{1/2} \sqrt{4.52} q^4}{q^{46}} \quad (22)$$

Hence $|E(x)| < 1$ if the second term is less than $1/20$, which holds if $|C_G(x)| < q^{44}/1808$, hence also if $|C_G(x)| < q^{73}$.

Assume that $|C_G(x)| > q^{44}/1808$. Then $C_G(s)$ is a subsystem subgroup of at least this order, and inspection of such subgroups shows that $C_G(s)$ has a quasisimple normal subgroup $C$ equal to one of the subsystem groups $E_7(q), D_4(q), A_2(q), E_6(q), D_7(q)$. Moreover $s$ lies in $C_G(C)$, which is $A_1(q)$, $Z(2p-1)$, $Z(3q-\epsilon)$, $A_5(q)$, $Z_{q-\epsilon}$ in the respective cases.

Suppose $C = D_8(q)$. Here $p$ is odd and $s$ is an involution in $Z(C)$. Thus $|C_G(u)| > q^{73}$, and inspection of the centralizers of unipotent elements of orthogonal groups given in [50, p. 34] shows that $u$ has no Jordan blocks of size greater than 4 on the natural 16-dimensional $D_8$-module, hence it lies in a subgroup $D_4(q)D_4(q)$ of $C$. This subgroup contains $Z(C)$, so it contains $x$, and the result follows using 3.2 as usual. A similar argument handles the case where $C = D_5(q)$: here $s \in Z_{q-\epsilon} < Z_{q-\epsilon}D_5(q) < D_8(q)$, $|C_G(u)| > q^{73}/q - \epsilon$, and we need to consider also the case where $q$ is even, using [50, p. 60]. We again find that $x$ lies in a subgroup $D_4(q)D_4(q)$.

Now consider $C = A_8^c(q)$. Here $s$ is a element of order 3 in $Z(C)$. By [50], $C$ has no non-identity unipotent element with centralizer order greater than $q^{73}$. Hence $u = 1$ and $x = s$, which is a commutator in $C$ by Lemma 2.3.

Next suppose $C = E_6(q)$, so $s \in C_G(C) = A_2(q) \cong SL_5(q)$. Then $|C_G(u)| > q^{73}/|A_2(q)|$, which by [34, Section 4] forces the projection of $u$ to $C$ to be 1. Hence $x = su \in A_5(q)$, which lies in a subgroup $A_5(q)$, giving the conclusion by Corollary 3.2.

Finally, suppose $C = E_7(q)$, so $s \in C_G(C) = A_1(q)$, a fundamental $SL_2(q)$ in $G$. Then $|C_G(u)| > q^{73}/|A_1(q)|$, so from [35, Table 9] we see that $u^C$ is one of the classes $1, A_1, 2A_1, 3A_1^\circ$. In the first three cases $C_G(u)$ is connected, so $x = su$ lies in a product $(A_1(q))^3$ of 3 fundamental $SL_2(q)$'s, hence in a subgroup $D_4(q)D_4(q)$. In the $3A_1^\circ$ case, $C_G(u)$ contains a subgroup $F_4(q)$, which has $G$-centralizer $G_2(q)$, so $x \in G_2(q) < D_4(q)$. The result follows from 3.2 in the usual way.

This completes the proof of Theorem 7.1 for $G = E_8(q)$. 

73
Proof of Theorem 7.1 for $E_7(q)$

Let $G = E_7(q)$. By 2.4, Ore’s conjecture holds for $G$ when $q \geq 5$, so we may assume that $q \leq 4$. Let $G = G'_\sigma$ with $\bar{G} = E_7(K)$ as before. The proof follows the same lines as for $E_8(q)$.

Let $x \in G$, and suppose first that $x$ is a non-identity unipotent element of $G$. Using Lemmas 2.6 and 7.2,

$$E(x) = \sum_{1 \neq \chi \in \text{Irr}(G)} \frac{\chi(x)}{\chi(1)} \leq \frac{3}{4} + \frac{|C_G(x)|^{1/2}k(G)^{1/2}}{q^{26}}$$

and hence $|E(x)| < 1$ if $|C_G(x)|$ is less than $q^{52}/8496 (q = 2)$ or $q^{45}/67 (q \geq 3)$. Assume now that $|C_G(x)|$ is larger than these bounds. From [35, Table 9] we see that $x^G$ lies in one of the classes $D_4(a_1), (A_3 + A_1)', (A_3 + A_1)''$, $A_3$, $\bar{2}A_2 + A_1$, $2A_2$, $A_2 + 3A_1$, $A_2 + 2A_1$, $A_2 + A_1$, $A_2$, $4A_1$, $(3A_1)'$, $(3A_1)''$, $2A_1$, $A_1$. Write $C = C_G(x)$. As in the $E_8$ argument, if $C = C^0$, then $x$ lies in a Levi subgroup $\bar{L}' = L(q)$, where $\bar{L}'$ is in the above list, and all such subgroups $L(q)$ can be seen to lie in a subsystem subgroup $A_2(q)A_5(q)$, giving the result by Lemma 2.1.

This leaves the classes in the list for which $C \neq C^0$, which are $D_4(a_1)$, $A_2 + A_1$ and $A_2$. In the first case we argue as for the $D_4(a_1)$ class in $E_8$ that $x$ lies in a subgroup $L'_\sigma = D'_4(q)$, giving the result by 3.2. For the $A_2$ class, the reductive part of $C$ is $D = A_5$, and $D_\sigma = A_5^0(q)$ has $\bar{G}$-centralizer $\bar{L}' = A_2$, so again $x \in \bar{L}'_\sigma = A_2(q) < A_5^0(q)$, giving the result by 3.2. Finally, for the $A_2 + A_1$ class, the reductive part of $C$ is $D = T_1A_3$. Hence $x$ lies in the centralizer of a subgroup $A_2^0(q)$ of $D_\sigma$, which is $A_5^0(q)$, giving the conclusion by 3.1.

Now suppose $x$ is not unipotent, and write $x = su$ with $s$ the semisimple part and $u$ the unipotent part. Arguing as above for (22), replacing 3/4 in (23) by 19/20, we see that $|E(x)| < 1$ if $|C_G(x)|$ is less than $2^{24}$ if $q = 2$, less than $3^{38}$ if $q = 3$, and less than $q^{39}$ if $q = 4$. Assume $|C_G(x)|$ is greater than these bounds. Inspection of semisimple element centralizers of such orders in [9] shows that $C_G(s)$ has a quasisimple normal subgroup $C = A_4^0(q)$ ($r = 4, 5, 6$ or 7), $D_6^0(q)$, $D_6(q)$ or $E_6^0(q)$.

If $C = A_4^0(q)$, then the bound on $|C_G(x)|$ forces $q = 2$ and the projection of $u$ in $C$ to be 1, so that $x$ lies in $C_G(A_4(2)) \leq C_G(A_1(2)) = D_6(2)$, giving the result by 3.1(vi).

If $C = A_5^0(q)$ then $s \in C_G(C) = A_2^0(q)Z$. The lower bound on $|C_G(x)|$ forces the projection of $u$ in $C$ to have Jordan form 1 or $(J_2, J_1^4)$. Hence $x$ centralizes a subgroup $A_2^0(q)$ of $C$, and so $x \in C_G(A_2^0(q)) = A_5^0(q)$, giving the result by 3.1(iii).

Now assume $C = A_6^0(q)$. Then $s$ has order dividing $(q - \epsilon)/(2, q - \epsilon)$. If $q = 2$ then $\epsilon = -1$ and $(s) \times C = 3 \times SU_7(2) < SU_8(2) < G$; however
an element of order 3 in $SU_3(2)$ centralizing $SU_2(2)$ is central, contradicting the fact that $C \triangleleft C_G(s)$. If $q = 3$ then $s$ has order 2, and again $C_G(x)$ must be $A_2^6(q)$. Finally, suppose $q = 4$. Then $C_G(s) = (q - \epsilon) \times SL_4^7(4) < SL_6^8(4)$. If $\epsilon = +$, then the conclusion follows by 2.1; if $\epsilon = -$, the bound on $|C_G(x)|$ implies that $u = 1$, so $x = \text{diag}(\omega^3, \omega, \ldots, \omega) \in SU_8(4)$, where $\omega^3 = 1$. Hence $x$ lies in a subgroup $SU_3(4) \times SU_5(4)$, giving the result by 3.1.

Next suppose $C = A_2^6(q)$. Then $|s| = 2$, $\epsilon = -$ and $q = 3$. The bound forces the Jordan form of $u$ in $A_2^6(q)$ to have no blocks of size greater than 3, and at least 2 trivial blocks. Hence $x = su \in A_2^6(q)A_3^5(q) < A_2^6(q)$, giving the conclusion by 3.1.

Next consider $C = D_6(q)$. Here $s \in C_G(C) = A_1(q)$. If $q = 2$ then $|s| = 3$, and $x = su \in A_1(2)D_6(2)$ with $s \in A_1(2)$ and $u \in D_6(2)$. Since $s$ is a commutator in $A_1(2)$, the conclusion now follows by 3.1(vi). Now suppose $q = 3$ or 4. Using [50, p. 34], the bound on $|C_G(x)|$ forces the Jordan form of the projection $u_0$ of $u$ in the natural 12-dimensional $D_6$-module to be one of $1$, $(J_2^1, J_2^1)$, $(J_3^1, J_3^1)$, $(J_2^2, J_2^1)$, $(J_3, J_2^1)$, $(J_3, J_2^1, J_1^1)$. If $q = 4$ the projection of $u$ in $C$ lies in a subgroup $\Omega_8(q) \times \Omega_4(q)$, and so $x \in A_1(q) \times \Omega_8(q) \times \Omega_4(q)$, giving the result by 3.1. Finally let $q = 3$. If $u_0$ has no $J_3$ blocks, then $u_0 \in A_2^6(q) < C$, so $x \in A_1(q)A_2^6(q) < A_2^6(q)A_2^6(q)$, and the result follows using 3.1. If $u_0 = (J_3, J_2^1)$, then the bound on $|C_G(x)|$ forces the projection of $u$ in $C_G(C) = A_1(q)$ to be 1, and so $x = su \in D_4^2(q) < C$, giving the result by 3.1. If $u_0 = (J_3, J_1^1)$, then $x$ centralizes a subgroup $A_2(q)$ of $C$ generated by root groups, and so $x \in C_G(A_2(q)) = A_5(q)$, giving the result by 2.1.

The case where $C = D_5(q)$ is similar and easier: here, the bound on $|C_G(x)|$ forces the projection $u_0$ of $u$ in $C$ to be 1 if $q \geq 34$, and to centralize a root $A_2(q)$ in $C$ if $q = 2$. Hence in any case $x$ centralizes a root $A_2(q)$, so $x \in C_G(A_2(q)) = A_5(q)$, giving the result by 2.1.

Finally, suppose $C = E_6^6(u)$. If $q = 2$ then $|s| = 3$ and $\langle s \rangle = Z(C)$, so $x \in C = D_6^2(2)$ and the result follows by 3.1. Assume $q \geq 3$. By [34], the bound on $|C_G(x)|$ forces $u$ to be in one of the $C$-classes labelled $1, A_1, 2A_1, 3A_1, A_2$, the latter two only if $q \leq 3$. Moreover, the centralizer of $u$ in $E_6$ is connected, except for the last class $A_2$, in which case $C_{E_6}(u)/C_{E_6}(u)^0 \cong Z_2$.

If $u$ is in the class 1 or $A_1$, then $C_G(u)$ contains a subsystem subgroup $A_2^6(q)$, so $x \in C_G(A_2^6(q)) = A_2^6(q) < A_2^6(q)$, giving the result in the usual way. If $u$ is in class $2A_1$ then $u \in B_1(q) < D_5^2(q) < C$, so $C_G(u)$ contains a subgroup $B_3(q)$, which in turn contains an $A_2(q)$ generated by root groups, so $x \in C_G(A_2(q)) = A_5(q)$, giving the result by 2.1.

Now suppose that $u$ is in class $3A_1$ or $A_2$, in which case $q \leq 3$. In the first case $u$ lies in a subgroup $A_2^6(q)$ of $C$, and hence $x = su$ lies in a subgroup $A_2^6(q)A_3^5(q)$ of $G$. For $q = 3$ this gives the result by 3.2; for $q = 2$, observe that $u$ centralizes a fundamental $SL_2$ of $C$, hence $x$ lies in $C_G(SL_2(2)) = D_6(2)$, again giving the conclusion by 3.2.
Finally, suppose \( u \) is in class \( A_2 \), so \( C_{E_6}(u)/C_{E_6}(u)^0 \cong Z_2 \), and \( u \not\in C \) splits into two \( C \)-classes. One of these has representative lying in a subsystem subgroup \( A_2^\epsilon(q) \); if \( u \) is in this class, then \( x = su \) lies in subsystem subgroups \( A_2(q)A_5^\epsilon(q) \) and \( D_6(q) \) of \( G \), giving the result as before. Suppose \( u \) is in the other class. Since \( C_{E_6}(u) \) contains a subsystem \( A_2^\epsilon \), which has fixed point group \( A_2(q^2) \), \( u \) lies in \( C_C(A_2(q^2)) = A_2^{-\epsilon}(q) \) (see [27, Table 5.1]), and hence \( x = su \) lies in \( N_C(A_2^{-\epsilon}(q)) = A_2^{-\epsilon}(q)A_5^{-\epsilon}(q) \). This yields the conclusion for \( q = 3 \) and also for \( q = 2, \epsilon = - \), by 3.2. However, in the remaining case \( \epsilon = +, q = 2, C = E_6(2) \) does not centralize any non-identity element of \( G = E_7(2) \), so this does not occur.

This completes the proof of Theorem 7.1 for \( G = E_7(q) \).

**Proof of Theorem 7.1 for \( E_6(q) \)**

Let \( G = E_6(q) \). We may assume that \( q \geq 3 \) by 3.1.(vi). By 2.4, we may assume that \( q \leq 5 \) if \( \epsilon = + \) and \( q \leq 7 \) if \( \epsilon = - \).

Let \( x \) be a non-identity unipotent element of \( G \). Using 2.6 and 7.2 as before,

\[
E(x) = \sum_{1 \neq \chi \in \text{Irr}(G)} \frac{\chi(x)}{\chi(1)} \leq \frac{3}{4} + \frac{|C_G(x)|^{1/2}k(G)^{1/2}}{q^{16/2}},
\]

and hence \( |E(x)| < 1 \) if \( |C_G(x)| \leq q^{21} \). Thus assume \( |C_G(x)| > q^{21} \). By [34], \( x^G \) is in one of the classes \( D_4(a_1), A_3 + A_1, 2A_2 + A_1, A_3, A_2 + A_2, A_2 + A_1, A_2, 3A_1, 2A_1, A_1 \). In the first case \( x \) lies in a subgroup \( D_4^\epsilon(q) \); in the second \( x \) lies in a subgroup \( A_5(q)A_1(q) \) if \( q > 3 \) and in a subgroup \( A_5(q) \) if \( q = 3 \); and in all other cases \( x \) lies in a subgroup \( A_2^\epsilon(q)^3 \) or \( A_2^\pm(q)A_2^\pm(q^2) \). The result follows from 3.1.

Now suppose \( x \in G \) is non-unipotent, say \( x = su \) with \( s \) the semisimple part. The above inequality for \( E(x) \) holds with 3/4 replaced by 19/20, giving \( |E(x)| < 1 \) if \( |C_G(x)| < q^{19}/2 \). Thus assume \( |C_G(x)| > q^{19}/2 \). Then \( C_G(s) \) has a quasisimple normal subgroup \( C = D_4^\epsilon(q), D_4(q), A_5(q), A_4(q), A_3^\epsilon(q) \), \( A_3^\pm \), or \( A_5^\pm \) (the latter two possibilities denoting the fixed points under \( \sigma \) of subsystem subgroups \( A_2(K)^3 \) or \( A_2(K)^2 \) of \( \tilde{G} \)).

Suppose first that \( C = D_4^\epsilon(q) \). Inspection of unipotent centralizer orders in [50] shows that \( u \in C \) has one of the following Jordan block structures on the natural 10-dimensional \( C \)-module:

- \( q \) odd: \( u = (J_3^2, J_1^4), (J_3, J_3^2, J_1^3), (J_4, J_4^2, J_3^2), (J_3, J_2^2), (J_2^2, J_1^6) \) or \( (J_1^{10}) \)
- \( q \) even: \( u = (J_3^2, J_1^4), (J_2^2, J_1^4) \) (2 classes), \( (J_2^2, J_1^6) \) (2 classes), or \( (J_1^{10}) \).

If \( u = (J_3^2, J_1^4) \), then \( u \) lies in a subgroup \( A = A_2^\pm(q) \) of \( C \) generated by root subgroups, so \( x = su \in AC_G(A) = (A_2^\pm(q))^3 \) or \( A_2^{-\epsilon}(q)A_2(q^2) \) (see [27, Table 5.1]), and the conclusion follows by 3.2.
We claim that for all the other classes, $u$ is centralized by a fundamental subgroup $A_1(q)$ of $C$. For $q$ odd this follows from the fact that in dimension 4, an element $(J_2^3)$ lies in one of the $SL_2(q)$ factors of $SL_2(q) \otimes SL_2(q) = \Omega_4^+(q)$. For $q$ even, it is clear except for the 2 classes $(J_2^2, J_2^3)$; these are the classes called $a_4$ and $c_4$ in [1], from which we see that $a_4 = \text{diag}(a_2, a_2)$, $c_4 = \text{diag}(a_2, c_2)$, and $a_2 = (J_2^3)$ lies in a factor $SL_2(q)$ of $\Omega_4^+(q)$ as above.

Hence $x = su \in C_G(A_1(q)) = A_5^+(q)$ which yields the conclusion for $\epsilon = +$ by 2.1, and for $\epsilon = -, q \leq 4$ by 3.1. Thus assume now that $\epsilon = -$ and $q > 4$, so that $q = 5$ or 7.

If $u = (J_3, J_1^7)$, $(J_2^4, J_1^3)$ or $(J_1^{10})$, then $u$ centralizes a subgroup $A_5^+(q)$ of $C$, so $x$ lies in the centralizer of this subgroup, which is $(A_5^+(q))^2$, giving the conclusion by 3.2.

The remaining cases are $u = (J_3, J_2^3, J_1^3)$ or $(J_2^3, J_2^3)$. These have $D_5$-centralizers of dimensions 21 and 25 respectively. In these cases we place $x$ in a subgroup $A_2^+(q)^3$ of $G$. First observe that by [29, 2.1], for the subsystem subgroup $A_2^3$ of the algebraic group $E_6$,

$$L(E_6)|A_2^3 = L(A_2^3) + (V_3 \otimes V_3 \otimes V_3) + (V_3^* \otimes V_3^* \otimes V_3^*),$$

where $V_3$ is the natural module for $A_2 = SL_3$. For $c \in \mathbb{F}_q$, let $t(c)$ be the image in $A_2^3$ of the element $((c, c, c), (c^{-1}, c^{-1}, c), (1, 1, 1))$; we check that $t(c)$ has centralizer of dimension 46 in $L(E_6)$, and so this centralizer is $D_5T_1$. Hence we may take the semisimple element $s$ to be $t(c)$ for some $c \in \mathbb{F}_q$ of order dividing $q+1$. Moreover, let $u_1 = ((J_2, J_1), (J_2, J_1), (J_2, J_1))$, and $u_2 = ((J_2^3), (J_2, J_1), (J_2, J_1)) \in A_2^3$; we check that $su_1$ and $su_2$ have centralizers in $L(E_6)$ of dimensions 22 and 26 respectively, and hence $x = su$ is conjugate to one of these elements. It follows that $x$ lies in a subgroup $A_2^+(q)^3$ of $G$, as desired, and the conclusion now follows by 3.2.

This completes the argument when $C = D_5^+(q)$.

The other possibilities for $C$ are much easier to handle, and we do so rather briefly. First consider the case where $C = D_4^+(q)$. Here the bound $|C_G(x)| > q^{19}/2$ forces $u$ to be either 1 or a long root element in $C$. Hence $u$ lies in a subgroup $A = A_2^+(q)$ of $C$, whence $x = su \in AC_G(A) = A_5^+(q)^3$, giving the conclusion by 3.2.

If $C = A_5^+(q)$ then $s \in C_G(C) = A_1(q)$, and the projection $u_0$ of $U$ in $C$ must be 1, $(J_2, J_1^4)$, $(J_2^2, J_1^7)$ or $(J_3, J_1^7)$. For $q = 3$, observe that $u_0$ centralizes a fundamental $A_1(q)$, so $x \in C_G(A_1(q)) = A_5^+(q)$, giving the conclusion by 3.1. For $q > 3$, observe that $u_0$ lies in a subgroup $A_5^+(q)$ of $C$, and so $x = su \in A_1(q)A_5^+(q)$, giving the conclusion by 3.2.

If $C$ is $A_4^+(q)$ or $A_5^+(q)$, then the projection $u_0$ of $u$ in $C$ must be 1 or a transvection, which lies in a subgroup $A_4^+(q)$, giving the result as before.

Finally, if $C$ is $(A_2^3)_G$ or $(A_2^3)_T$, the bound forces $u = 1$ and $s$ lies in a subgroup $(A_2^3)_\sigma$, giving the conclusion by 3.2.
This completes the proof of Theorem 7.1.

The proof of Ore’s conjecture is now complete.
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