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Abstract. Building on the first part of this paper, we develop the
theory of functional asynchronous networks. We show that a large
class of functional asynchronous networks can be (uniquely) rep-
resented as feedforward networks connecting events or dynamical
modules. For these networks we can give a complete description of
the network function in terms of the function of the events com-
prising the network: the Modularization of Dynamics Theorem.
We give examples to illustrate the main results.
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1. Introduction

In this work we the develop of the theory of functional asynchronous
networks. Previously, in part I [2], we gave the general definition and
formalism for an asynchronous network, together with some examples
and results about products. We assume some familiarity with part I in
what follows (most specifically, sections 2, 4 and 6 of part I).
The term ‘functional network’ has been used previously. For ex-

ample, classes of functional networks, which have relations with con-
trol theory, have previously been considered in a neuroscientific con-
text [3, 8, 9, 4], and in homological studies of brain function [7, 11].
In our context, a functional asynchronous network will be a network

with a prescribed set I of initializations and terminations F. If the
network phase space is M, then I,F will be closed disjoint subsets of
M. Roughly speaking, the function of the network will be to get from
any point X ∈ I to a point in F in finite time.
Our main result will be to show that the function of a large class of

functional asynchronous networks can be understood in terms of the
functions of the events that comprise the network.

Figure 1. An Event or Dynamical Module

Referring to figure 1, we regard an event as a ‘dynamical module’
that accepts a number of inputs and has a number of outputs (where
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each input and output corresponds to the state of a node). In the fig-
ure we allow different numbers of inputs and outputs (see section 5.1
of part I) but in the present work we make the simplifying assumption
that the event has the same number of inputs and outputs (this is not
required for our main result). Now imagine that a functional asynchro-
nous network is built by coupling together a finite set of dynamical
modules – see figure 2 for a nine node network built using eight events
or dynamical modules.
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Figure 2. A feedforward network built from events

Our first main result identifies a large class of functional asynchro-
nous networks which have a unique representation as feedforward net-
works built from events of the type described above. Our second result
shows that for these networks, the function of the original network can
be completely described in terms of the functions of the events com-
prising the feedforward network. We refer to the two results as the
Modularization of Dynamics Theorem.
We conclude by describing the contents of the paper in more detail.

In section 2 we give the formal definitions of a functional asynchronous
network, initialization and termination sets, and network function. We
also discuss the phenomenon of dynamical deadlocks. In section 3, we
give the key definitions of geometric, weakly regular and regular asyn-
chronous networks and construct the evolution operator that allows
for generalized initialization in space and time. We define functional
asynchronous networks of simple type and show how every weakly reg-
ular asynchronous network has an associated weakly regular network of
simple type with the same network function. We conclude with some
comments about hidden deadlocks. In section 4, we define the oper-
ations of amalgamation and concatenation for families of functional
asynchronous networks of simple type that share the same node set.
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In section 5 we state and prove our main results and give some illus-
trative examples. We conclude in section 6 with comments and a brief
discussion of some outstanding problems.

2. Functional asynchronous networks

In section 5.2, part I, we introduced the idea of a functional asyn-
chronous network in the setting of a transport network. Functional
asynchronous networks will be central to the formulation and proof of
the modularization of dynamics theorem. In this section we give ba-
sic definitions and properties as well as examples that illustrate the
phenomenom of a dynamical deadlock.
We continue with the notational conventions of part I. In particular,

N = (N ,A,F , E) will always denote a proper asynchronous network
with node set N = {N0, N1, . . . , Nk} and associated semiflow

Φ = (Φ1, . . . ,Φk) :
∏

i∈k

Mi × R+ = M× R+ → M.

2.1. Initialization, termination and network function.

Definition 2.1. Closed subsets I,F of M are initialization and termi-
nation sets for N if

(P1) there are closed disjoint subsets Ii,Fi of Mi, i ∈ k, such that

I =
k∏

i=1

Ii, F =
k∏

i=1

Fi

(P2) If X ∈ I, then for each i ∈ k there exists ti(X) ≥ 0 such that
Φi(X, t) ∈ Ii if and only if t ∈ [0, ti(X)].

Lemma 2.2. Let I,F be initialization and termination sets for N.
Then

(P3) I contains no compact Φ-invariant sets.
(P4) If X ∈ I and there exists t ≥ 0 such that Φi(X, t) ∈ Fi, then

t > ti(X).

If (P4) applies and we let Si = Si(X) = inft≥0 {t |Φi(X, t) ∈ Fi} denote
the transit time from X to Fi, then Φi(X, Si) ∈ Fi.

Proof. Obviously (P2) =⇒ (P3); (P4) follows since Ii,Fi are closed
disjoint sets. �

Remarks 2.3. (1) We do not require that for every X ∈ I, i ∈ k, there is
a transit time Si for which Φi(X, Si) ∈ Fi. Moreover, if Φi(X, Si) ∈ Fi,
it may or may not be the case that Φi(X, t) ∈ Fi, for t > Si. The
transit time Si is the time that the state of node Ni first enters Fi. For
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some examples, it is natural to have Φi(X, t) = Φi(X, Si) for all t ≥ Si

(so Φi(X, Si) really is a terminal state for the semiflow Φ, not just for
the function of transitioning from points in I to Fi, i ∈ k). In other
situations, states may continue to evolve under Φ.
(2) Later it will sometimes be useful to allow Ii = Fi in definition 2.1.
In this case, we take the transit time Si to be zero.
(3) It may be the case that a phase space Mi has boundary ∂Mi and
∂Mi ⊃ Ii ∪ Fi (for example, the passing loop example of section 5.1,
part I). If so, it is natural to assume that Φi(X, t) = Φi(X, Si), t ≥ Si.
(4) Condition (P2) implies trajectories do not re-enter I: if t > ti(X),
then Φi(X, t) /∈ Ii and so if t > maxi ti(X), Φi(X, t) /∈ Ii, all i ∈ k.

Definition 2.4. Let I,F be initialization and termination sets for N.
A point X ∈ I is Φ-connected to F if there exists Y = (y1, . . . ,yk) ∈ F

and transit times S = S(X) = (S1, . . . , Sk) ∈ Rk
+ such that

yi = Φi(X, Si), i ∈ k.

Remarks 2.5. (1) With the notation of definition 2.4, we say X is Φ-
connected to Y. If X is Φ-connected to Y, then Si = Si(X) is always
the minimal transit time from X to Fi. Setting S(X) = (S1, . . . , Sk)
and abusing notation, we often write Y = (y1, . . . ,yk) = Φ(X,S(X)).
We refer to yi as the terminal state of Ni, i ∈ k.
(2) If X ∈ I is Φ-connected to F, this does not imply that the Φ-
trajectory through X meets F. Even if there exists s > 0 such that
Φ(X, s) ∈ F, then s and Φ(X, s) may not give any of the transit times
and terminal states. That is, we may have Si < s and Φi(X, s) 6= yi

for all i ∈ k. However, if Φi(X, t) = Φi(X, Si) for all t ≥ Si then X ∈ I

is Φ-connected to F if and only if the Φ-trajectory through X meets F.

Let I,F be initialization and termination sets for N and set

D(N, I,F) = {X ∈ I |X is Φ-connected to F} .

Definition 2.6. (Notation and assumptions as above.) The transition
function G0 : D(N, I,F) ⊂ I → F is defined by

G0(X) = Φ(X,S(X)), X ∈ D(N, I,F).

Definition 2.7. Let I,F be initialization and termination sets for N.
The triple N = (N, I,F) is a functional asynchronous network (FAN).
The network function is transition from points in I to F and is repre-
sented by the transition function G0 : D(N) ⊂ I → F. The network
function is achieved if D(N) = I – that is, if every point in I is Φ-
connected to F and G0 : I → F.
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Remarks 2.8. (1) In general, D(N) may be a proper subset of I. Achiev-
ing the network function may be part of the process of network design
and involve a mix of dynamics and logical conditions (see below).
(2) In the sequel we regard the achievement of network function as
synonymous with the transition function G0 having domain I.

2.2. Deadlocks. In this section we address one of the reasons for the
failure of a FAN to achieve its function: the presence of deadlocks.

Definition 2.9. A FAN N = (N, I,F) has a dynamical deadlock if
there is a nonempty subset A ⊂ M such that

(1) A is compact and semiflow invariant: Φt(A) = A, t ≥ 0.
(2) A ∩ (I ∪ F) = ∅.
(3) There is a nonempty subset K of I r D(N) such that every

trajectory through a point of K enters A within finite time.

We refer to A as deadlock sink. If K contains an open set, A is a
topological deadlock sink, and if K has nonzero Lebesgue measure, A is
an observable deadlock sink.

Example 2.10. In the passing loop example of section 5.3, part I, a
required condition for exiting the passing loop was that two coupled
phase oscillators were phase synchronized to within ε ∈ (0, 0.5). As-
suming identical frequencies, phase oscillator dynamics is given by

θ′1 = ω + k sin 2π(θ2 − θ1), θ′2 = ω + k sin 2π(θ1 − θ2),

where k > 0. If |θ2(0) − θ1(0)| = 0.5, then |θ2(t) − θ1(t)| = 0.5 for all
t ≥ 0 and so there is a deadlock with deadlock sink

A = {((0, 0), (θ, θ + 0.5)) | θ ∈ T} ⊂ [−a, b]2 × T2.

(For this example, I1 = F2 = {−a} × T, F1 = I2 = {b} × T and the
deadlock will not be observable.) ♦

The next lemma shows that dynamical deadlocks cannot occur in
networks governed by a single set of differential equations.

Lemma 2.11. The FAN N = (N, I,F) has no dynamical deadlocks if
E|Mr (I ∪ F) is constant.

Proof. Suppose that A is a deadlock sink for N. Let F be the the
vector field on M determined by E|Mr (I∪F). Clearly, A is invariant
by the flow of F. Since A has an open neighbourhood in Mr (I ∪ F),
no trajectory starting in I (or M r A) can enter A in finite time,
contradicting our assumption that A is a deadlock sink for N. �

Definition 2.12. Let A be a deadlock sink for the FAN (N, I,F).
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(1) A is a deadlock if A consists of a single point (a1, . . . , ak). The
deadlock is total if ai /∈ Fi for all i ∈ k, and partial if there
exists i ∈ k such that ai ∈ Fi.

(2) A is a livelock if A is a periodic orbit.

Examples 2.13. (1) The deadlock given in example 2.10 is a livelock
– an antiphase (periodic) solution of the phase oscillator pair.
(2) Deadlocks can occur because of faulty logic. For example, if we
have a 4-way stop sign at a cross roads with the following traffic rules.

(a) All traffic arriving at the stop sign stops.
(b) No left or right turns allowed – when a vehicle restarts it pro-

ceeds in same direction whence it came.
(c) Priority is determined by order of arrival – first to arrive (stop),

first to leave (restart) – unless more than one vehicle arrives at
the stop sign at the same time, in which case priority is given
to the car on the right (there is no issue if two vehicles arrive
at the same time from opposite directions).

A total deadlock occurs if four cars arrive at the stop sign at the same
time. There is no easy way to vary the logic to resolve the deadlock.
Provided the traffic is light, the deadlock may be regarded as accept-
able1, otherwise it may be preferable (a) to have a two way stop sign,
or (b) use traffic lights. Although the deadlock is, in principle, not ob-
servable, in practice it is: drivers are only able to approximately judge
the time of arrival of vehicles on their right. ♦

The presence of deadlocks can prevent a functional network from
completing its function. We briefly discuss some examples of deadlocks
in real-world networks and how they can be resolved.

2.2.1. Resource allocation. In computer science and distributed sys-
tems, deadlocks are typically found in problems with resource alloca-
tion. In network terminology, two (or more) nodes trying to connect
to a third node NT which only allows one connection. For example,
in threaded computation, data corruption can occur if two threads
attempt simultaneous writes to the same memory. The resolution in-
volves (a) the connected node NS having a lock on the target node NT

until the process requiring the connection is finished; (b) a protocol
for how to handle the situation when two nodes simultaneously request
connection to NT , (c) prioritisation of connection requests. If the node
NS does not ever get disconnected from NT , then there will be at least
a partial deadlock and if low priority nodes are connected then the sys-
tem may run slowly. If the time of connection is small then attempts

1An example of the ostrich algorithm from computer science.
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at simultaneous connection may be rare: deadlocks are often very hard
to find in complex networks. In terms of event driven dynamics and
asynchronous networks, (a,b) are handled by a correctly written event
structure which may use local time. After the connection between NS

and NT is released, a new connection will be made either randomly or
consistent with a prioritisation list (or both!). In large complex net-
works, it may be extremely hard to organise the structure so that there
are no deadlocks.

3. Regularity conditions on a FAN

Our aim in the next two sections is show how we can express the
dynamics of a FAN in terms of the dynamics of subnetworks which are
also FANs. In the present section, we shift our focus from the abso-
lute definition of a FAN, as given in definition 2.7, to a more relative
definition where we impose geometric and structural conditions on a
(sub)network that give dynamics that is closely related to the dynam-
ics of the containing global network. As part of this process, we will
eventually need to relax our assumption that all nodes, even uncoupled
nodes, are started at exactly the same time (that is, at time t = 0).

3.1. Geometric FANs. We start with some notational conventions
and assumptions that we maintain throughout this section. If (N, I,F)
is a FAN, then N = (N ,A,F , E) will be proper asynchronous network
with k nodes, network vector field F = (F1, . . . , Fk), and well defined
semiflow Φ = (Φ1, . . . ,Φk). Furthermore, we suppose that ∅ ∈ A, set
f∅ = Z = (Z1, . . . , Zk) and assume that Z determines a smooth flow
Ψt = (ψt

1, . . . , ψ
t
k) on M (automatic if M is compact). Since Z is given

by the empty connection structure, ψt
i determines a flow on Mi for all

i ∈ k. Let Mσ =
∏

i∈kM
σ
i , σ ∈ {−,+, 0}.

Definition 3.1. The FAN N = (N, I,F) is geometric if

(G) For all i ∈ k, Ii,Fi are disjoint nonempty closed hypersurfaces
inMi that separateMi into nonempty closed connected regions
M−

i ,M
0
i ,M

+
i with smooth boundary satisfying

(a) ∂M−
i =M−

i ∩M0
i = Ii,

(b) ∂M+
i =M+

i ∩M0
i = Fi.

(T) For i ∈ k, Fi = Zi on an open neighbourhood of Ii ∪ Fi and is
transverse to Ii ∪ Fi; inward pointing for M0

i along Ii, outward
pointing for M0

i along Fi.
(F) For each X ∈ I, and i ∈ k, there exists a unique smallest

Si(X) ∈ R+ such that Φi(X, Si(X)) ∈ Fi.
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See the following remarks for the geometric implication of these con-
ditions, and note that the labels G, T and F refer respectively to
Geometry, Transversality and Function.

Remarks 3.2. (1) Condition (G) implies condition (P1); conditions
(G,T) imply condition (P2) (with ti(X) = 0, for all i ∈ k and X ∈ I).
Condition (P3) follows trivially from (G,T).
(2) The geometric conditions on the regions M−

i ,M
0
i ,M

+
i are strong

and entail that Ii,Fi each separate Mi into two connected compo-
nents. For periodic problems, such as daily factory inventory oscilla-
tions or biological rhythms, Ii, Fi may not disconnect Mi (for example,
if Mi = Tn). This would imply that M−

i =M+
i and allow for trajecto-

ries to leave and renter M0
i or Mi rM0

i . In this regard, we could also
allow M±

i to be empty.
(3) Condition (T) implies that Zi|(Ii ∪ Fi) is non-vanishing, all i ∈ k.

Lemma 3.3. If the FAN (N, I,F) is geometric, then it has a well-
defined transition function G0 : I → F and timing function S : I → Rk

+.

Proof. Immediate from remarks 3.2(1) and condition (F). �

3.2. Generalizing network function. Consider the geometric FAN
N shown in figure 3. Suppose that we initialize at W = (w1, . . . ,wk) ∈
M−. Assume that the state of node Ni enters Ii at time Ti ≥ 0:
Φi(W, Ti) = xi ∈ Ii, i ∈ k (Ti = 0 iff wi ∈ ∂M−

i ). Note that if wi is
sufficiently close to Ii, all i ∈ k, then condition (T) implies that each
Φi trajectory will meet Ii.

Figure 3. Three different ways of viewing a geometric FAN

If we have T1 = . . . = Tk = T , then it follows from condition (F) that
there exist times Si > T such that Φi(W, Si+T ) = Φi(X, Si) = yi ∈ Fi,
all i ∈ k. If we do not assume that that the Ti are all equal, then the
Φi(W, t)-trajectory may not even meet Fi and, even if it does, the time
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and point of intersection may be different from Si + Ti and yi (we give
an example below).
It is natural to find conditions on N that allow for the initialization

of the components xi of X ∈ I to occur at different times and still
achieve network function. For example, the terminal times and states
should be the same if we either initialize at W and t = 0 or we initialize
each component xi ∈ Ii at time Ti. The main issue in carrying out this
program is that the state of a node Nj not in M0

j may influence the

evolution of a node Ni with state in M0
i . For example, the condition

for a constraint N0 → Ni may depend on xj ∈M−
j ∪M+

j .
Exactly the same problem may occur if we attempt to redefine the

semiflow Φ on N by stopping nodes when they reach their termination
set. That is, if we try to define Φ⋆ : M0 × R+ → M0 by defining
Φ⋆

i (X, t) = yi, t ≥ Si, it may the case that another node Nj with state
in M0

j requires Ni to reach a state in M+
i r Fi in order that Nj reach

a terminal state (for example, release of a constraint on Nj). Similar
considerations hold for trajectories entering M0

i .

Example 3.4. Take a three node FAN with Mi = R, Ii = {0}, i ∈ 3,
F1 = {1}, and F2 = F3 = {2}. Define dynamics according to

x′ = 1

y′ =

{
1, if y < 1, or x ≥ 1.5

0, if y = 1, and x < 1.5

z′ =

{
1
2
, if x < 1.5

1, if x ≥ 1.5

If we continue evolution past the terminal states, then (0, 0, 0) is Φ-
connected to (1, 2, 2) and S(0, 0, 0) = (1, 2.5, 2.75). On the other hand,
if we stop evolution of nodes when they reach their terminal state, then
(0, 0, 0) is not Φ-connected to F: N2 never attains its terminal state
and there is a deadlock. Moreover, N3 now takes time 4 to reach its
terminal state. ♦

3.3. Weak regularity. Our aim is to give conditions on a FAN N =
(N, I,F) that allow for (a) general initializations of nodes in I: state
xi ∈ Ii starts at any time Ti ≥ 0, i ∈ k, (b) stopping of nodes when
the termination state is reached without changing the network function.
and (c) replacing N by simpler FAN where the event structure is trivial
outside M0.
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We need some new notation and definitions. Let α be a connection
structure. If i ∈ k, the nodeNi is linked in α if α has an edge containing
Ni as an end point. Let v(α) denote the set of nodes linked in α.
Define

Ei = {X ∈ M | i ∈ v(E(X))} , i ∈ k,

E⋆ =
⋃

i∈k

Ei.

Observe that X ∈ E⋆ if and only if at least one node is linked at X.
We have E∅ = Mr E⋆.
Let A0, A−, A+ be disjoint subsets of k, with A0 ∪ A− ∪ A+ = k (at

least two of A0, A−, A+ must be nonempty).
If σ ∈ {−,+, 0} and α ∈ A, define ασ ∈M•(k) by

(1) ασ = {Nj → Ni ∈ α | j ∈ (Aσ)•, i ∈ Aσ},

Let σ ∈ {−,+, 0} and suppose that for i ∈ Aσ, we are given an open
neighbourhood W σ

i of Mσ
i in Mi. Set W

σ =
∏

i∈Aσ W σ
i and define

W = W0 ×W− ×W+ ⊂ M.

Definition 3.5. (Notation and assumptions as above.) The asynchro-
nous network N has product structure on W if for each σ ∈ {−,+, 0},
we can find an asynchronous network Nσ = (N σ,Aσ,Fσ, Eσ), where
N σ has nodes {Ni | i ∈ Aσ} and network phase space Wσ, such that

N|W = N
0 ×N

− ×N
+.

If N has product structure on W, it follows from the results of sec-
tion 6, part I, that for all X = (X0,X−,X+) ∈ W we have

E(X) = E0(X0) ∨ E−(X−) ∨ E+(X+)(2)

fE(X)(X) = f
E0(X0)
0 (X0)× f

E+(X−)
− (X−)× f

E+(X+)
+ (X+).(3)

Moreover, for each X ∈ W, there exists t(X) > 0 such that the forward
trajectory ΦW(X, t) in W is well-defined and equal to (Φ|W)(X, t), for
all t ∈ [0, t(X)).

Remarks 3.6. (1) With the notation of (1), equation (2) implies that
Eσ(Xσ) = E(X)σ, for all X = (X0,X−,X+) ∈ W, σ ∈ {−,+, 0}.

(2) Equation (3) implies that if i ∈ Aσ, then the component f
E(X)
i |W

depends only on Xσ ∈ Wσ.

Definition 3.7. (Notation as above.) The FANN = (N, I,F) is weakly
regular if

(1) N is geometric.
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(2) There exist open neighbourhoods Vi of ∂M
0
i in Mi, i ∈ k, such

that
(S1) πi(Ei) ⊂Mi r Vi, all i ∈ k.
(S2) If A0, A−, A+ are proper disjoint subsets of k, with A0 ∪

A− ∪ A+ = k, and Wσ =
∏

i∈Aσ(Mσ
i ∪ Vi), σ ∈ {0,−,+},

then N has product structure on W = W0 ×W− ×W+.

Remarks 3.8. (1) If α ∈ A and i ∈ v(α), then Eα ⊂ Ei. Hence (S1)
implies that πi(Eα) ⊂Mi r Vi if i ∈ v(α).
(2) Condition (S1) implies that if the state of node Ni is close to Ii ∪
Fi, then the node will be uncoupled. It also follows from (S1) that∏

i∈k Vi ⊂ E∅ and so E∅ is a neighbourhood of I ∪ F.
(3) It follows from (S1,S2) and remarks 3.6(2) that Aσ ⊂ A, σ ∈
{0,−,+} (for example, if σ = 0 and A0 6= ∅, choose X− ∈

∏
i∈A− Vi,

X+ ∈
∏

i∈A+ Vi).
(4) Let σ, η ∈ {0,−,+}, σ 6= η. Since N|W = N0 × N− × N+, there
are no connections between Ni and Nj, if i ∈ Aσ, j ∈ Aη.

The next result will be crucial for developing the dynamical and
structural properties of weakly regular FANs.

Lemma 3.9 (Local product structure). Let N = (N, I,F) be a weakly
regular FAN. Let A ⊂ k be a nonempty subset of k and set B = krA.
Set M±

B =
∏

i∈B(M
−
i ∪M+

i ). If X = (XA,XB) ∈ M0
A × M±

B, there
exists δ > 0 such that for t ∈ [0, δ] we may write

Φ(X, t) = (ΦA(XA, t),ΦB(XB, t)).

Proof. Choose δ > 0 so that for t ∈ [0, δ], Φi(X, t) ∈M0
i ∪Vi, all i ∈ A,

and Φj(X, t) ∈M−
j ∪M+

j ∪ Vj, all j ∈ B. It follows from (S2) that we
may write

Φ(X, t) = (ΦA(XA, t),ΦB(XB, t)) ∈ M0
A ×M±

B, t ∈ [0, δ],

where ΦA(XA, t) = πAΦ(X, t), ΦB(XB, t) = πBΦ(X, t). (These rela-
tions may fail once Φi(X, t) exits Vi, i ∈ k.) �

3.4. Generalized initialization. Let N = (N, I,F) be a weakly reg-

ular FAN with semiflow Φ. Set Î = I×Rk
+, F̂ = F×Rk

+. We refer to Î

and F̂ as generalized initialization and termination sets.
Our first step will be to construct evolution and timing operators

Φ̂ = (Φ̂i, . . . , Φ̂k) : Î× R+ → M

Ŝ = (Ŝ1, . . . , Ŝk) : D̂(N) ⊂ Î → Rk
+

that allow for general initialization times.



ASYNCHRONOUS NETWORKS 13

Let T = (T1, . . . , Tk) ∈ Rk
+. Choose the minimal sequence S(T) =

(τj)
p
j=1 satisfying 0 ≤ τ1 < τ2 < . . . < τp, τ1 = min {T1, . . . , Tk},

τp = max {T1, . . . , Tk}, and {T1, . . . , Tk} = {τ1, . . . , τp}. For each ℓ ∈ p,
define Jℓ = {i ∈ k |Ti ≤ τℓ}.

Proposition 3.10. (Notation and assumptions as above.) Let X ∈ I

and T ∈ Rk
+. There is a (unique) continuous, piecewise smooth map

Φ̂(X,T) : R+ → M satisfying

(1) For all i ∈ k, Φ̂i,(X,T)(t) = xi, t ∈ [0, Ti].
(2) If t ∈ [τℓ, τℓ+1], ℓ < p, then

Φ̂i,(X,T)(t) =

{
Φi(Φ̂(X,T)(τℓ), t− τℓ), i ∈ Jℓ

xi, otherwise.

(3) If t ≥ τp, then

Φ̂(X,T)(t) = Φ(Φ̂(X,T)(τp), t− τp).

(4) If T = 0, then

Φ̂(X,T)(t) = Φ(X, t), t ∈ R+.

Finally, if we let H(t) denotes the Heaviside step function (with H(0) =

1), then the trajectory Φ̂(X,T)(t), t ≥ 0, is the solution X(t) of the non-
autonomous system

(4) x′
i(t) = H(Ti − t)Fi(X(t)), i ∈ k,

where F = (F1, . . . , Fk) is the network vector field.

Proof. The trajectory Φ̂(X,T)(t) is defined inductively using (1,2,3) of
the statement. Each of the inductive steps gives a well-defined piece
of trajectory by lemma 3.9. Once all the variables are switched on,

we use the properness of N to define Φ̂(X,T)(t) = Φ(Y, t − τp), t ≥ τp,

where Y = Φ̂(X,T)(τp). The remaining statements of the proposition
are immediate. �

Remark 3.11. Proposition 3.10 shows that we can start to evolve nodes
from the initialization set at different times. Observe that the proof
depends crucially on the local product structure given by lemma 3.9.
In particular, without the local product structure there is no guarantee
that solutions to (4) exist in the sense of definition 4.16, part I.

Corollary 3.12. Let N = (N, I,F) be weakly regular. The evolution

operator Φ̂ : Î×R+ → M given by proposition 3.10 is well defined and
continuous in forward time.
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For i ∈ k, letDi be the subset of Î consisting of (X,T) for which there

exists a (minimal) Ŝi = Ŝi(X,T) ≥ Ti such that Φ̂i((X,T), Ŝi) ∈ Fi.

Set D̂(N) =
⋂

i∈k Di and define the timing function Ŝ : D̂(N) → Rk
+

by Ŝ(X,T) = (Ŝ1(X,T), . . . , Ŝk(X,T)). Since N is weakly regular,

D̂(N) ⊃ I (we identify I with the subset {(X,0) |X ∈ I} of Î).

Definition 3.13. (Notations and assumptions as above.) If D̂(N) = Î,

we define the generalized transition function G : Î → F̂ by

G(X,T) = ((Φ̂1((X,T), Ŝ1), . . . , Φ̂k((X,T), Ŝk)), Ŝ(X,T)),

where Ŝ(X,T) = (Ŝ1, . . . , Ŝk) is given by the timing function.

Remark 3.14. For (X,T) ∈ Î with T = (T, . . . , T ), T ∈ R+ we have
G(X,T) = (G0(X),S(X) +T).

Definition 3.15. (Notations and assumptions as above.) A weakly

regular FAN is regular if D̂(N) = Î.

Remark 3.16. If N = (N, I,F) is weakly regular, we write N̂ = (N, Î, F̂)

to emphasise that we require initialization from Î = I×Rk
+ rather than

at time zero from I. In particular, the FAN N̂ achieves its network

function (that is, N is regular) if every point of Î is Φ̂-connected to F̂.

Example 3.17. The example of two trains on a single track railway
line with a passing loop and stations described in section 5.1 part I,
admits a generalized transition function.

3.5. Hidden deadlocks.

Definition 3.18. Let N = (N, I,F) be a weakly regular FAN with
semiflow Φ. A compact Φ-invariant set A ⊂ M0 is a hidden deadlock if

(1) A ∩ F = ∅.

(2) A is a deadlock for the FAN N̂.

Remarks 3.19. (1) Condition (2) of the definition is equivalent to there

existing (X,T) ∈ Î and t > 0 such that Φ̂((X,T), t) ∈ A. Note that
by the Φ-invariance of A, πi(A) ∩ Ii = ∅, all i ∈ k. Hence, once a

Φ̂-trajectory has entered A, the subsequent evolution of the nodes is

given by Φ and so the Φ̂-trajectory cannot leave A.
(2) Since N = (N, I,F) is assumed weakly regular, a hidden deadlock
can never be a deadlock of N.

Example 3.20. Referring to figure 4, consider two trains travelling in
the opposite direction on a line which contains a single track segment
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Figure 4. Two trains on a partially single track line.

[−0.5, 0.5] and stations at ±2. We associate a collision event with the
single track segment which results in both trains stopping. Train T1

starts at {−2} = I1 and proceeds with velocity 0.5; train T2 starts
at {2} = I2 and proceeds with velocity −2.0. The termination sets
are F1 = {2}, F2 = {−2}. The trajectory γ of figure 4, represents
the case where both trains start at time t = 0. At t = 1.25, T1 is at
point −1.375, and T2 is at −0.5 > −1.375. Hence there is no collision
(deadlock) and network function is achieved. On the other hand if T2

starts at time T2 = 3 and T1 at time T1 = 0, the trains will collide at
the origin at time t = 4 (the trajectory ν of figure 4) and the network
is not regular. ♦

3.6. FANs of simple type. The definitions of regularity and weak
regularity for a FAN involve network data not directly related to the
network function. We show that given a weakly regular FAN N, we
can construct a simpler variant Nc, the core of N, which has the same
function as N but carries only the essential structure of N needed for
construction of the generalized transition function. Roughly speak-
ing, we are making the transition from viewing the FAN as a (possi-
ble) subnetwork of a larger network (relative viewpoint) to an absolute
viewpoint (the FAN is not contained in a larger network).

Definition 3.21. A geometric FAN N = (N, I,F) is of simple type if
for all i ∈ k, we can choose open neighbourhoods Vi of ∂M

0
i such that
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(S1)c πi(Ei) ⊂M0
i r Vi.

(S2)c (a) The event map E(x1, . . . ,xk) is locally constant as a func-
tion of xi ∈Mσ

i ∪ Vi, where σ ∈ {+,−}.

(b) For all i ∈ k, f
E(X)
i (X) = Zi(xi) if xi ∈M−

i ∪M+
i ∪ Vi.

Remark 3.22. Condition (S2)c relates to the concepts of structural de-
composability, see section 6, part I. If (S2a)c holds, there are no depen-
dencies of the event map on the state of a node Ni once its state has
exited M0

i .

Lemma 3.23. If the FAN N = (N, I,F) is of simple type, then N is
weakly regular. If, in addition, N is regular, we say N is regular of
simple type.

Proof. Obviously (S1)c implies (S1) and (S1,S2)c imply (S2). �

We need some new notation before stating our next result. Sup-
pose that N = (N, I,F) is a weakly regular FAN. For X ∈ M, define
mutually disjoint subsets A0(X), A±(X) of k by

A0(X) =
{
i ∈ k |xi ∈M0

i r ∂M0
i

}
,

A−(X) =
{
i ∈ k |xi ∈M−

i

}
,

A+(X) =
{
i ∈ k |xi ∈M+

i

}
.

We have k = A0(X) ∪ A−(X) ∪ A+(X) for all X ∈ M.
For each i ∈ k, fix c−i ∈ Ii, and c+i ∈ Fi. Given X ∈ M, define

X̃ ∈ M by

x̃i =





c−i , if i ∈ A−(X),

xi, if i ∈ A0(X),

c+i , if i ∈ A+(X).

Define the event map Ec : M → A by

Ec(X) = E(X̃), X ∈ M.

Define Ac =
{
Ec(X)

∣∣ X ∈ M
}
⊂ A and F c =

{
fα

∣∣ α ∈ Ac
}
⊂ F .

Note that, by weak regularity, Ec, and hence Ac and F c, do not depend

on the specific choice of c±i used for the definition of X̃. Let Nc denote
the asynchronous network (N ,Ac,F c, Ec).

Theorem 3.24. The asynchronous network Nc is proper and Nc =
(Nc, I,F) is a FAN of simple type. If we denote the evolution operator

of Nc by Φ̂c then for all ((X,T), t) ∈ Î× R+ we have

(5) Φ̂c
i((X,T), t) = Φ̂i((X,T), t), if Φ̂i((X,T), s) ∈M0

i , s ≤ t.
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If N is regular then so is Nc and both FANs have the same generalized
transition function.

Proof. The properness of Nc, weak regularity of Nc and (5) are imme-
diate from the construction of Nc. The remaining statements follow
from (5). �

Definition 3.25. We refer to the FAN Nc = (Nc, I,F) given by theo-
rem 3.24 as the core of N = (N, I,F) and write Nc = core(N).

3.7. Stopping nodes. Let N = (N, I,F) be a weakly regular FAN
with associated timing function S = (S1, . . . , Sk) : I → R+. In this
section we address the issue raised earlier in the section of stopping
nodes when they reach their termination sets.
We first construct a new FAN N⋆ = (N⋆, I,F) that provides a simple

minimal model for the network function of N and for which nodes are
stopped when they reach their terminal state.
We start by formalizing the process of stopping of nodes. Let A be

a nonempty subset of k and ξA be the connection structure {N0 →
Ni | i ∈ A}. Define As = A ∪ {ξA |A ⊂ k}. We define an event map
Es : M → As. Let X ∈ M. If xi ∈ M+

i , i ∈ A, and xi /∈ M+
i , i /∈ A,

define

Es(X) = E(X) ∨ ξA.

For each αs = α ∨ ξA ∈ As, define fα
s

= (f1, . . . , fk) by

fi(X) =

{
0, if i ∈ A

fα
i (X), if i /∈ A.

Define F s = {fα
s

|αs ∈ As}.
Define the asynchronous network N⋆ = (N ⋆,A⋆,F⋆, E⋆) by requiring

thatN⋆ andN have the same node sets (N ⋆ = N ) but take the network
phase space ofN⋆ to beM0. Define E⋆ by restriction of Es toM0 and set
A⋆ = As (equal to {E⋆(X) |X ∈ M0}), and F⋆ =

{
fα|M0

∣∣ α ∈ A⋆
}
.

Proposition 3.26. (Notation and assumptions as above.) The asyn-
chronous network N⋆ is proper, with well-defined semiflow Φ⋆ : M0 ×
R+ → M0. For all X ∈ M0, i ∈ k, we have

(6) Φ⋆
i (X, t) =

{
Φi(X, t), if t ≤ Si,

Φi(X, Si), if t ≥ Si.

In particular,

(1) N⋆ is a FAN, that is, I,F satisfy conditions (P1–4) for N⋆.
(2) N and N⋆ have the same transition and timing functions.
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Proof. A routine computation based, as usual, on lemma 3.9. �

Remark 3.27. Proposition 3.26 may fail if N does not satisfy the struc-
tural conditions (S1,S2) for weak regularity. Indeed, N⋆ may not be
proper; even if it is, (6) may fail.

Proposition 3.26 shows that for a weakly regular FAN N = (N, I,F),
stopping nodes at termination does not change network function. This
property also holds for generalized initialization.

Proposition 3.28. Let N = (N, I,F) be weakly regular. If we let Φ̂⋆

denote the evolution operator for N⋆, then

(1) Φ̂⋆ : Î × R+ → M0 is well defined and continuous in forward
time.

(2) For all i ∈ k, ((X,T), t) ∈ Î× R+, we have

Φ̂⋆
i ((X,T), t) = Φ̂i((X,T), t), if Φ̂i((X,T), t) ∈M0

i .

(3) If we denote the timing operator for Φ̂⋆ by Ŝ⋆, then Ŝ = Ŝ⋆ and

the operators have common domain D̂(N).

If N is regular, then N and N⋆ have identical generalized transition
and timing functions.

Proof. Another application of lemma 3.9. �

Remarks 3.29. (1) For weakly regular FANs with generalized initializa-
tion, stopping of nodes upon completion has no effect on the dynamics
of the other nodes whose states are in M0

i . As a result, the evolution

operator Φ̂⋆ suffices for the analysis of network function even if nodes
may not terminate for some generalized initial conditions.

(2) If N is regular, every point Î is Φ̂-connected to F̂ and the Φ̂⋆-

trajectory of every point in Î meets F̂ (note our use of the notation

N̂ = (N, Î, F̂) for a weakly regular FAN, remark 3.16).

We conclude this section with some additional remarks and com-
ments about the conditions of definitions 3.1 and 3.7.

Remarks 3.30. (1) In the sequel it will sometimes be convenient to take
Ii = Fi for some indices i. We then have M0

i = Ii = Fi and require
that the vector field Zi point from M−

i to M+
i .

(2) Typically, different choices of initialization and termination sets
satisfying (G,T,F) will be isotopic (by the flow of the uncoupled node).
Thus, if Ii, I

′
i are initialization sets for Mi, there will exist a smooth

map ξ : Ii → R such that I′i =
{
ψ

ξ(x)
i (x)

∣∣ x ∈ Ii
}
. Similarly for the

termination hypersurfaces Fi. We use this property later.
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(3) We do not require that the flow ψt
i maps Ii to Fi – for example,

the vector fields Zi may have equilibria in M0
i . However, interactions

with other nodes will then be needed for the state of Ni to reach the
termination set Fi. If Ni is never coupled to other nodes, then (F)
implies that ψt

i maps Ii to Fi.

4. Amalgamation and concatenation of FANs of simple

type

In this section we define the operations of amalgamation and con-
catenation of FANs that share a common node set. Throughout, we
assume all FANs are of simple type.

4.1. Preliminaries. Let N = (N ,A,F , E) be an asynchronous net-
work. Recall from section 3.3 that if α ∈ A, then v(α) ⊂ k is the set
of nodes linked in α. Define

V (A) =
⋃

α∈A

v(α) ⊂ k.

Definition 4.1. The asynchronous network N is weakly input consis-
tent if ∅ ∈ A and i /∈ v(α) implies that fα

i = f∅
i .

We always assume asynchronous networks are weakly input consis-
tent.
We easily extend the definition of a product of asynchronous net-

works given in section 6, part I, to FANs. Thus, if Na = (Na, Ia,Fa),
a ∈ q, are FANs (with disjoint node sets), we define

∏

a∈q

Na = (
∏

a∈q

N
a,
∏

a∈q

Ia,
∏

a∈q

Fa).

Next we define some basic building blocks.

Definition 4.2. Let N = (N, I,F) be a FAN of simple type with k
nodes.

(1) N is trivial if N =
∏

ℓ∈k S
ℓ, where Sℓ has one node for all ℓ ∈ k.

(2) N is indecomposable if k > 1 and N cannot be written as a
product of FANs.

(3) N is stably indecomposable if k ≥ 3 and there is an indecompos-
able FANP and a trivial FAN S =

∏
ℓ∈s S

ℓ such thatN = P×S.
(4) N is elementary if N =

∏
i∈p P

i ×
∏

ℓ∈q S
ℓ, where the Pi are

indecomposable, the Sℓ are trivial, and p, q ≥ 0.

If N is a elementary FAN, let A(N) ( k denote the set of nodes
associated with the indecomposable factor(s).
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Remarks 4.3. (1) If N is a stably indecomposable FAN with indecom-
posable factor P, then V (A) may be a proper subset of A(N). That is,
there may be nodes Ni in NP that are never linked: i /∈ V (A). Since
P is indecomposable, this means that certain values of xi ∈ M0

i may
result in connections between other nodes being switched on or off.
(2) If N is a stably indecomposable FAN with indecomposable factor

P, then for all α ∈ A, there exists Êα ⊂ MA(N) such that Eα =

Êα ×MkrA(N).

For the remainder of this section, assume that all FANs are of simple
type and share

(1) a common node set N = {N0, N1, . . . , Nk};
(2) a common network phase space M =

∏
i∈kMi;

(3) a common ∅-admissible network vector field f∅.

4.2. Amalgamation.

Definition 4.4. Elementary FANs Na,Nb are independent if

(1) A(Na) ∩ A(Nb) = ∅.
(2) Ma,σ

i = M b,σ
i , σ ∈ {+,−, 0}. In particular, Na,Nb have the

same initialization and termination sets.

Proposition 4.5. Let Λ = {Na = (Na, I,F) | a ∈ q} be a family of
elementary FANs such that for all a, b ∈ q, a 6= b, Na and Nb are
independent. Then there is a unique proper elementary FAN N =
(N, I,F) characterised by

(1) A =
∨

a∈q A
a.

(2) F = {fα |α = α1 ∨ . . . ∨ αq ∈ A} where, for i ∈ k,

fα
i =

{
fαa

i , if i ∈ v(αa),

f∅
i , if i 6∈ ∪a∈q(v(αa)).

(3) E(X) =
∨

a∈q E
a(X), X ∈ M.

If the family Λ consists of regular FANs, then N is regular.

Proof. The result follows easily using weak input consistency and by
noting that N can be written as a product of indecomposable fac-
tors, together with the trivial factors corresponding to nodes in k r

∪a∈qA(N
a). The FAN N is obviously of simple type. �

Remark 4.6. We denote the FAN constructed in the proposition by⊔
a∈q N

a and refer to it as the amalgamation of the family Λ.
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Assume from now on that the FANs of proposition 4.5 are all stably
decomposable – this is no loss of generality since, by the proposition,
an elementary FAN N can be written as an amalgamation of the stably
indecomposable FANs determined by the indecomposable factors of N.
For a ∈ q, let Na have decomposition Pa × Sa, where Pa is indecom-
posable and Sa is trivial. Set Aa = A(Na), Aa = k r Aa. Since Na

is weakly regular, the transition function Ga
0 : I → F for Na may be

written as the product

Ga
P ×

∏

ℓ∈Aa

GS,ℓ : I
a
P ×

∏

ℓ∈Aa

Iℓ → Fa
P ×

∏

ℓ∈Aa

Fℓ,

where IaP =
∏

j∈A(Na) Ij, F
a
P =

∏
j∈A(Na) Fj and GS,ℓ is independent of

a since fa,∅ = f∅, all a ∈ q.
Summarising, we have a result about the transition functions of

amalgamations.

Corollary 4.7. Let {Na = (Na, I,F) | a ∈ q} be a set of stably inde-
composable pairwise indepedent FANs. The transition function G0 for⊔

a∈q N
a may be written uniquely as

G0 =
∏

a∈q

Ga
P ×

∏

ℓ∈A

GS,ℓ :
∏

a∈q

IaP ×
∏

ℓ∈A

Ii →
∏

a∈q

Fa
P ×

∏

ℓ∈A

Fi,

where A = kr∪a∈∈qA(N
a) parametrizes the trivial factors of

⊔
a∈q N

a.
Similar results hold for the evolution operator and for generalized

transition functions if each FAN Na is also regular.

4.3. Concatenation. Amalgamation can be viewed as a spatial merg-
ing of FANs. We now consider a related variation that is is suggestive
of a temporal merging.

Definition 4.8. Suppose N1,N2 are elementary FANs (necessarily of
simple type). The FAN N1 precedes N2, written N1 ≺ N2, if

(1) A(N1) ∩ A(N2) 6= ∅.
(2) If i ∈ A(N1)∪A(N2), then F1

i = I2i =M1,0
i ∩M2,0

i , and M1,−
i =

M2,0
i ∪M2,−.

(3) If i /∈ A(N1) ∪ A(N2), then M1,σ
i =M2,σ

i , σ ∈ {+,−, 0}.

Suppose N1 ≺ N2. For a ∈ 2, let Ea
i = {X ∈ M | i ∈ v(Ea(X))},

Ea,⋆ = ∪i∈kE
a
i , and E

a
α be the event set corresponding to α ∈ Aa.

Define

A = {α1 ∨ α2 | ∃X ∈ M, α1 = E1(X), α2 = E2(X)}.

For the moment, it is convenient to regard α1 ∨ α2, β1 ∨ β2 as distinct
elements of A if {α1, α2} 6= {β1, β2}, even if α1 ∨ α2 = β1 ∨ β2. To
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emphasise this, we write α = α1∨α2 to indicate the particular decom-
position of α as α1 ∨ α2.
If α1∨α2 ∈ A, let Eα1∨α2

= E1
α1

∩ E2
α2
. For α ∈ A, define

Eα = ∪α1∨α2=αEα1∨α2
.

Lemma 4.9. (Notation and assumptions as above.) If α1∨α2 ∈ A,
then v(α1) ∩ v(α2) = ∅. In particular,

v(E1(X)) ∩ v(E2(X)) = ∅, for all X ∈ M.

Proof. If i ∈ v(α1)∩ v(α2), then πi(E1
α1
)∩πi(E2

α2
) = ∅ by (S1)c. Hence

Eα1
∩ Eα2

= ∅, contradicting the hypothesis that α1∨α2 ∈ A. �

Lemma 4.10. If α1 ∨ α2 = β1 ∨ β2, α1∨α2, β1∨β2 ∈ A, and either
α1 6= β1 or α2 6= β2, then Eα1∨α2

∩ Eβ1∨β2
= ∅.

Proof. By lemma 4.9, we may assume v(α1)∩v(α2) = v(β1)∩v(β2) = ∅.
Without loss of generality, suppose α1 6= β1 and v(α1) r v(β1) 6= ∅.
Since v(α1) ∪ v(α2) = v(β1) ∪ v(β2), ∃j ∈ v(α1) ∩ v(β2). We have

πj(E1
α1
) ⊂M1,0

j r V 1
j , πj(E

2
β2
) ⊂M2,0

j r V 2
j .

Since Eα1∨α2
⊂ E1

α1
and Eβ1∨β2

⊂ E2
β2
, we have Eα1∨α2

∩Eβ1∨β2
= ∅. �

Lemma 4.11. Let α ∈ A. There exists a smooth weakly input consis-
tent admissible vector field fα such that if α = α1∨α2, and X ∈ Eα1∨α2

,
we have

(7) fα
i (X) =

{
f
j,αj

i (X), if i ∈ v(αj),

f∅
i (X), i /∈ v(α1) ∪ v(α2).

In particular, if α ∈ A1∩A2, we may choose fα so that fα|Ej
α = f j,α|Ej

α,
j ∈ 2.

Proof. It follows by lemma 4.10, that we can use (7) to define fα on
Eα. Now use Whitney’s extension theorem [12], or a simple partition
of unity argument, to extend fα to M as a weakly input consistent
admissible vector field. �

Remark 4.12. If α ∈ A has a unique representation as α1∨α2, then we
can use (7) to define fα, all X ∈ M.

We define the A-structure F to be {fα |α ∈ A} and the event map
by E(X) = E1(X) ∨ E2(X), X ∈ M.

Proposition 4.13. (Notation and assumptions as above.) If N1 ≺ N2,
then there exists a FAN N = (N, I,F) of simple type where A, F , E
are as defined above and I = I1, F = F2.
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Moreover, F|
∏

i∈k(M
1,−
i ∪M1,0

i ) = F1, and F|
∏

i∈k(M
2,0
i ∪M2,+

i ) = F2,
where F, F1, and F2 denote the network vector fields for N, N1 and
N2 respectively.

Proof. The result is immediate from our constructions. �

Remarks 4.14. (1) We call the FAN given by proposition 4.13 the con-
catenation of N1 and N2 and denote by N2 ⋄N1. Unlike for the amal-
gamation operation, order matters.
(2) Observe that if A(N1) ∩ A(N2) = ∅, then the construction we
gave for N2 ⋄N1 still works and gives the amalgamation N1 ⊔N2. In
this sense, the concatenation is a generalization of amalgamation. We
prefer to keep the two operations separate.

Suppose that N1,N2 are regular FANs of simple type and that N1 ≺
N2. For j ∈ 2, denote the evolution operator, generalized transition

function and timing function of Nj by Φ̂j : Mj × Îj → M, Gj : Îj → F̂j

and Ŝj : Îj → Rk
+ respectively.

Corollary 4.15. (Notation as above.) Suppose that N1,N2 are regular
FANs of simple type and N1 ≺ N2. We have

(1) N2 ⋄N1 is a regular FAN of simple type.

(2) The evolution operator Φ̂, generalized transition function G and

timing function Ŝ of N2 ⋄N1 satisfy

(a) For all i ∈ k, (X,T) ∈ Î, t ∈ R+,

Φ̂i((X,T), t) =

{
Φ̂1

i ((X,T), t), t ≤ Ŝ1
i

Φ̂2
i ((G

1(X,T), Ŝ1(X,T)), t), t ≥ Ŝ1
i .

(b) G = G2 ◦G1, Ŝ = Ŝ2 ◦ Ŝ1, where for all (X,T) ∈ Î,

(G2 ◦G1)(X,T) = G2(G1(X,T), Ŝ1(X,T)),

(Ŝ2 ◦ Ŝ1)(X,T) = Ŝ2(G1(X,T), Ŝ1(X,T)).

Proof. It is immediate from the definitions and constructions that if
N1,N2 are regular FANs of simple type so is N2 ⋄N1. The remaining
statements follow immediately. �

Corollary 4.16. Suppose that N1,N2, . . . ,Nq are regular FANs of
simple type and that Nj ≺ Nj+1, j = 1, . . . , q − 1. Then the con-
catenation Nq ⋄Nq−1 ⋄ . . . ⋄N1 is a well-defined regular FAN of simple
type with generalized transition function G = Gq ◦ . . . ◦ G1, where Gj

is the generalization transition function of Nj, j ∈ q.
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Proof. We inductively define the concatenation Ns ⋄ . . . ⋄ N1 to be
Ns ⋄ (Ns−1 ⋄ . . . ⋄N1), s > 2. The result follows from proposition 4.13
and corollary 4.15. �

5. A structure theorem for regular FANs of simple type

In this section, all FANs will be regular of simple type. This will be
no loss of generality for our main application as, by theorem 3.24, we
can replace a regular FAN N by core(N).

5.1. Primitive, stably primitive, trivial and basic FANs. In sec-
tion 4 we defined trivial, indecomposable, stably indecomposable, and
elementary FANs. The operation of concatenation allows us to define
an additional ‘irreducible’ class of simple FAN.

Definition 5.1. Let N = (N, I,F) be a FAN with k nodes.

(1) N is primitive if k > 1 and
(a) N is indecomposable, and
(b) N cannot be written as a concatenation of two regular

FANs.
(2) N is stably primitive if k ≥ 3 and there is a primitive FAN P

and a trivial FAN S =
∏

ℓ∈s S
ℓ such that N = P× S.

(3) N is basic if N =
⊔

a∈p N
a, where each Na is stably primitive.

Equivalently, if N =
∏

a∈p P
a ×

∏
ℓ∈q S

ℓ, where the Pa are

primitive, the Sℓ are trivial, and p, q ≥ 0.

Proposition 5.2. Suppose that Na = (N, Ia,Fa), a ∈ 2 are basic FANs
with common asynchronous network N. Then there exists a continuous
family {Nt = (N, It,Ft) | t ∈ [1, 2]} of basic FANs connecting N1 to N2,
and smooth isotopies Ji :Mi×[1, 2] →Mi, i ∈ k, such that for all i ∈ k,

(1) Ji(I
1
i , 1) = I1i , Ji(F

1
i , 1) = F1

i .
(2) Ji(I

1
i , 2) = I2i , Ji(F

1
i , 2) = F2

i .
(3) The isotopy Ji is the identity outside (M1,0

i ∆M2,0
i ) ∪ V 1

i ∪ V 2
i

(V j
i is the open subset of Mi used for the definition of simple

type, j ∈ 2, and M1,0
i ∆M2,0

i is the symmetric difference).

Proof. Fix i ∈ k. We use the vector field Zi = f∅
i to define an isotopy [6]

on Mi that takes I1 to I2i and F1 to F2
i . We can do this since the

assumption of simple type implies that the region ‘between’ I1i and I2i
is contained in M1,0

i ∆M2,0
i ⊂ ∪j∈2(V

j
i ∪M j,−

i ). Similarly for the region
between F1

i and F2
i . It is straightforward to construct the isotopy so

that it is the identity outside M1,0
i ∆M2,0

i ∪ (V 1
i ∪ V 2

i ). �
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Remark 5.3. In future, if we write N1 •
= N2, we mean that N1 = N2

and that the initialization and termination sets for N1 and N2 are
isotopic in the sense of proposition 5.2. The construction of isotopies
will always be along the lines given above and omitted.

Let N1 •
= N2 be FANs. We write N1 I

= N2 if I1 = I2, and N1 F
= N2

if F1 = F2.

Proposition 5.4. Let N be a regular FAN of simple type which is not
basic. Suppose that there are FANs Ra,Qa, a ∈ 2, such that N =
R1 ⋄Q1 = R2 ⋄Q2 and

(1) Qa is stably primitive, a ∈ 2.
(2) A(Q1) ∩ A(Q2) 6= ∅.

Then we have

(1) Q1 I
= Q2 and R1 F

= R2.

(2) Q1 •
= Q2 and R1 •

= R2

In particular, if we can write N = R ⋄Q, where Q is stably primitive,
then the decomposition is unique up to the choice of initialization and
termination sets for R,Q.

Proof. Since Q1 and Q2 are stably primitive, it follows that if A(Q1)∩
A(Q2) 6= ∅ then we must have A(Q1) = A(Q2) – there are no depen-

dencies on trivial factors. It remains to prove that Q1 F
= Q2. It is no

loss of generality to assume k = A(Q1) = A(Q2). We construct the
‘intersection’ FAN Q = Q1 ∩Q2. Specifically, for i ∈ k, define

MQ,0
i =MQ1,0

i ∩MQ2,0
i , MQ,σ

i =MQ1,σ
i ∪MQ2,σ

i , σ ∈ {+,−}.

Define the event map for Q by restriction of the event maps for Qj,

j ∈ 2. Either Q
F
= Q1,Q2 and we are done or not. If not, then we can

write one of Q1, Q2 as a concatenation with Q. But stable primitivity
implies that if Qj = Tj ⋄Q, then Tj is trivial, j ∈ 2. �

If N = R ⋄ Q is the decomposition given by proposition 5.4 and
Q = P× S, where P is the primitive factor of Q, then we take

(1) IRi = F
Q
i = Ii, if i ∈ kr A(Q),

(2) IRi = F
Q
i , i ∈ A(Q).

Proposition 5.5. Let N be a regular FAN of simple type which is not
basic. There exist FANs N1, R1 such that

(1) N1 is basic and N = R1 ⋄N1.
(2) N1 is maximal in the sense that if Q is basic and N = S ⋄Q,

then A(Q) ⊂ A(N1) with equality iff Q
•
= N1.



26 CHRISTIAN BICK AND MICHAEL FIELD

(3) N1 I
= N and R1 F

= N.

Proof. Repeated application of proposition 5.4. �

Remark 5.6. We refer to N1 as a factor of N. Factors are always
assumed to be basic.

Theorem 5.7 (Factorization theorem). If N is a regular FAN of simple
type, we may write

N = Nq ⋄ . . . ⋄N1,

where

(1) Nj is basic, j ∈ q.
(2) The decomposition of N is unique, up to choice of initialization

and termination sets, if we require that for j = 1, . . . , q− 1, Nj

is the maximal factor of (Nq ⋄ . . . ⋄Nj).

Proof. The obvious induction, using proposition 5.5. Note that we only
get finitely many factors on account of the compactness of trajectories
joining I to F and the finite node set. �

5.2. Conventions for labelling initialization and termination

sets. For j ∈ q, denote the initialization and termination sets for Nj

by Ij and Fj respectively. We always have I = I1 and F = Fq. If
i ∈ k r A(Nj), we take F

j
i = I

j
i = F

j−1
i , j < q and F

q
i = Fi. If

i ∈ A(Nj), then I
j
i = F

j−1
i 6= F

j
i .

Example 5.8. Suppose k = 6 and N = N3 ⋄ N2 ⋄ N1, where each
factor Nj is stably primitive and A(N1) = {2, 3, 4}, A(N2) = {3, 4, 5},
A(N3) = {1, 2, 3}. In figure 5, we have shown initialization and ter-
mination sets for N2 as well indicated the new initialization and ter-
mination sets for the remaining nodes. For example, we have I13 = I3,
F1
3 = I23, F

2
3 = I33, F

3
3 = F3. ♦

5.3. Partial order structure associated to a regular FAN. Let
N be a regular FAN which is nontrivial. Replacing N by core(N) we
may and shall assume N is of simple type. Let N = Nq ⋄ . . . ⋄N1 be
the decomposition of N given by theorem 5.7. Since each Nj is basic,
we have the unique decomposition Nj =

⊔
ℓ∈p(j) P

j,ℓ, j ∈ q, where

each Pj,ℓ is stably primitive and 1 ≤ p(j) < k, j ∈ q. Necessarily
A(Pj,ℓ) ∩ A(Pj,ℓ′) = ∅ if ℓ 6= ℓ′.
For each i ∈ k, define

q(i) = {j ∈ q | ∃ℓ ∈ p(j) such that i ∈ A(P j,ℓ)}.
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Figure 5. A FAN with 6 nodes and 3 stably primitive factors.

Observe that for each j ∈ q, there is at most one ℓ ∈ p(j) such that
i ∈ A(P j,ℓ). Let ≺i denote the restriction of the natural order < on q

to q(i).
Let E = {Pj,ℓ | j ∈ q, ℓ ∈ p(j)} denote the set primitive events

comprising N. We define a partial order ≺ on E generated by the
relation

Pj,ℓ ≺ Pj+1,ℓ′ if there exists i ∈ A(Pj,ℓ) ∩ A(Pj+1,ℓ′).

Extend ≺ by transitivity to E. Observe that for all j ∈ q, Pj,ℓ,Pj,ℓ′

are not related except by equality if ℓ = ℓ′.

Lemma 5.9. For each i ∈ k, the partial order ≺ on E induces the
total order ≺i on q(i). That is, if a, b ∈ q(i), a ≺i b, then there
exists a (maximal) chain Pa,ℓ = Pa1,ℓ1 ≺ . . . ≺ Pas,ℓs = Pb,ℓs, where
q(i) ∩ [a, b] = {a1, . . . , as} and ℓj ∈ p(aj), j ∈ s.

Example 5.10. With the notation of figure 5, we have q = 3, p(1) =
p(2) = p(3) = 1, P1 ≺ P2 ≺ P3, q(1) = {3}, q(2) = {1, 3}, q(3) =
{1, 2, 3}, q(4) = {1, 2}, q(5) = {2}, and q(6) = ∅.
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Proposition 5.11. (Notation and assumptions as above.) The par-
tial order ≺ on E gives the associated network a natural feedforward
structure.

Remark 5.12. Proposition 5.11 and theorem 5.7 together imply that
every regular FAN determines a natural feedforward network. Regu-
larity of the FAN implies there are no feedback loops between events.
Of course, there may be feedback loops within individual events.

Example 5.13. We illustrate proposition 5.11 with a more complex
example. Referring to figure 6, assume given a nine node FAN N of
simple type built from eight stably primitive FANs Pa, . . . ,Ph. The
decomposition given by theorem 5.7 is

N = Ph ⋄ (Pe ⊔Pg) ⋄ (Pd ⊔Pf ) ⋄Pb ⋄ (Pa ⊔Pc)

Note this decomposition is not unique amongst decompositions of min-
imal length 5. For example,

N = (Ph ⊔Pg) ⋄ (Pc ⊔Pe ⊔Pf ) ⋄Pd ⋄Pb ⋄Pa

It is easy to show that all decompositions must have length at least 5,
have the same partial order ≺, and induce the same total order on the
q(i), i ∈ 9.

2

3

4

5

6

7

8

9

1

1

8
9

6

7

3

5

4

2
N

od
es

4

Pa

Pc

Pb Pd

P f

Pg

Pe

Ph

a occurs before b,d; b occurs before d,f; d occurs before e; e occurs before h; f occurs before g; c occurs before g.

Primitive component of stably primitive FAN

TerminationInitialization

1

4

3

N
od

es

Direction of time and space evolution

Figure 6. Event sequence for a 9 node FAN.

♦

5.4. Modularization of Dynamics Theorem.

Theorem 5.14 (Modularization of Dynamics). Let N be a regular
FAN of simple type and decomposition given by theorem 5.7

N = Nq ⋄ . . . ⋄N1,
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Figure 7. Three trains going through two passing
loops. We require that once train T2 has traversed the
first passing loop it will continue on the branch line to-
wards the second passing loop.

where Nj =
⊔

ℓ∈p(j) P
j,ℓ, j ∈ q, and each Pj,ℓ is stably primitive, j ∈ q.

For simplicity, assume N has no trivial factors.
Let Gj : Ij → Fj denote the generalized transition function for Nj,

j ∈ q (we follow the convention of section 5.2). Then

G = Gq ◦ . . . ◦G1.

Moreover, Gj =×ℓ∈p(j)
Gj,ℓ, where the Gj,ℓ are the transition functions

for the primitive factors Pj,ℓ of N j.

Proof. Immediate from our constructions and theorem 5.7. �

Remarks 5.15. (1) If we take a different decomposition of N – as in
example 5.13 – we get a different factorization of G. Basically, the order
of composition is determined by the induced orders on q(j), j ∈ q.
(2) If we allow N to have a trivial factor S then the transition function
for S can be inserted anywhere in the decomposition G = Gq ◦ . . .◦G1.

We conclude with an example illustrating theorem 5.14.

Example 5.16. We consider a FAN N = (N, I,F) that models three
trains T1,T2,T3 passing through two passing loops, see figure 7. The
state xi of Ti is given by its position on the real lineMi = R, i ∈ 3. The
passing loops are located at 0, L and stations A,B,C are at p,−q, r
respectively, where L, p, q, r > 0. The trains T1,T3 start at stations A
and B and travel with velocities v1 < v3 < 0 respectively. The train T2

travels with velocity v2 > 0 and starts at station C. It is required that
T1 has to go through the passing loop at 0 to pass train T2, and that
train T2 then has to traverse the passing loop at L to pass train T3.
The trains T1,T3 terminate at C, and T2 terminates at B.
We take node set N = {N0, N1, N2, N3} and network phase space

M = R3. Let αi = N0 → Ni, i ∈ 3. We define the generalized
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connection structure A = {∅, α1, α2, α3, α1 ∨ α3, α2 ∨ α3}. We define
the A-structure F by

f∅ = (v1, v2, v3), fα1 = (0, v2, v3),

fα2 = (v1, 0, v3), fα3 = (v1, v2, 0),

fα1∨α3 = (0, v2, 0), fα2∨α3 = (v1, 0, 0).

We define the event map E : M → A by

E(x1, x2, x3) =





α1 if x1 = 0, x2 < 0,

α2 if x1 > 0, x2 = 0 or x2 = L, x3 > L,

α3 if x2 < L, x3 = L,

α1 ∨ α3 if x1 = 0, x2 < 0, x3 = L,

α2 ∨ α3 if x1 < 0, x2 = 0, x3 = L,

∅ otherwise.

These definitions define the asynchronous network N = (N ,A,F , E).
We obtain the FANN = (N, I,F) modelling the train network by taking
initialization and termination sets I,F defined by I1 = {p}, F1 = {−q},
I2 = {−q}, F2 = {r}, I3 = {r}, F3 = {−q}.
We identify two stably primitive components, Na (describing dy-

namics in the first passing loop), and Nb (describing dynamics in the
second passing loop). We define Na by Aa = {∅, α1, α2}, F

a =
{
fα1

a =

fα1 , fα2

a = fα2 , f∅a = f∅
}
, and take

Ea(x1, x2, x3) =





α1 if x1 = 0, x2 < 0,

α2 if x1 > 0, x2 = 0

∅ otherwise.

For Nb we take Ab = {∅, α2, α3}, F
b =

{
fα2

b = fα2 , fα3

b = fα3 , f∅b = f∅
}
,

Eb(x1, x2, x3) =





α2 if x2 = L, x3 > L,

α3 if x2 < L, x3 = L,

∅ otherwise.

We haveN = Na⋄Nb. Next we define the initialization and termination
sets for Na,Nb. We take Ici = Ii, c ∈ {a, b}, i ∈ 3, except that Ib2 =
{L/2} (any point in (0, L) would do. Similarly, we take Fc

i = Fi,
c ∈ {a, b}, i ∈ 3, except that Fa

2 = {L/2}. With these definitions,
Na = (Na, Ia,Fa) and Nb = (Nb, Ib,Fb) are stably primitive FANs and
N = Na ⋄Nb, If we denote the primitive factors of Na, Nb by Pa, Pb

respectively, then A(Pa) = {1, 2}, and A(Pb) = {2, 3}.
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Restart/passing event

Figure 8. (a) Schematic indicating the primitive com-
ponents of N. (b) Temporal evolution for individual
nodes based on different starting times. Dotted lines
indicate stopped nodes, vertical bars either stopping or
restarting/passing events. The stopping events may oc-
cur in any order in contrast to the restarting events.

Applying theorem 5.14, the generalized transition function for N can
be written as a composition of the generalized transition functions Ga

for Na and Gb for Nb. Note that Ga is the identity in the third compo-
nent, Gb is the identity in the first component. Different initializations
yield different trajectories as depicted in figure 8(b). ♦

6. Concluding comments & outstanding problems

Our overall aim has been to outline a mathematical framework for
asynchronous networks and event driven dynamics that enables the
analysis of network dynamics that cannot be satisfactorily modelled by
classical systems of analytic differential equations. Examples and ap-
plications are motivated by problems in computer science, biology and
engineering. In particular, there are connections with Filippov systems
(mostly considered in the engineering literature). As we indicated in
the introduction, functional networks, have previously been considered
in neuroscience.
The modularization of dynamics theorem shows that it is possible

to utilize a reductionist approach in nonlinear systems – and so give
an answer to Alon’s question, posed in the introduction to Part I –
provided that one emphasizes function rather than dynamics. Our
approach does not work if we attempt to approximate an asynchronous
network by a synchronous network using, for example, averaging or
thermodynamic formalism. In other words, in order to understand the
global dynamics of asynchronous networks, one needs to work with,
rather than against, the inherent nonsmoothness and take account of
network function.
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Many questions and open problems remain. We sketch a few rep-
resentative mathematical questions mainly about functional asynchro-
nous networks.
Much of the theory developed in sections 4, 5 continues to apply

if we work with weakly regular networks of simple type. However,
the modularization of dynamics theorem no longer applies. Can the
definition of weak regularity be modified so as to get a useful version
of modularization of dynamics in the weakly regular case? In this
regard, it would be helpful to get a better description and classification
of hidden deadlocks, especially those arising through bifurcation of a
regular network.
There are several natural questions concerning bifurcation. First, if

we assume weak regularity, what types of bifurcation can occur as we
start to vary starting times? This is already interesting in the simplest
case of a primitive FAN which is only weakly regular. Secondly, from
an evolutionary perspective, one might expect that regular FANs of
simple type occurred early in evolutionary development. What types
of bifurcation can occur in the process of optimization of function – for
example by adding feedback loops between events in the feedforward
structure of a FAN given by theorem 5.7? It would also be useful to
have a structural classification of primitive FANs with a small number
of nodes and an identification of the primitive FANs which appear most
frequently in applications.
For some applications, it may be appropriate to replace the ter-

mination hypersurface used in the definition of a FAN by a proper
closed subset that is reached for a particular time initialization, say
0 = (0, . . . , 0) ∈ Rk

+. There is the question of how the target sets may
vary and bifurcate as we increase the range of possible initialization
times. This question is of direct relevance to applications: initialization
at 0 can be seen as ‘synchronized initialization’ and network function
may break down if the initialization times are too spread out. If we have
a FAN with a generalized transition function that spreads the termi-
nation times out on average (and termination times yield initialization
times for another FAN) then after a certain amount of repetition net-
work function may break down. In terms of a transportation network
this could be seen as propagation of delays. Real-world transportation
networks networks are typically approximately synchronized on a daily
basis through a nightly ‘reset’. More generally, for realistic applications
it is usually natural to assume the initialization times, and other start-
ing time events, follow a statistical law and obtain the corresponding
statistical law of the termination times.
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Finally, using modularization, we anticipate that further insights into
the dynamics of real world networks can be made. A crucial point is
to understand the primitive factors and feedforward structure of the
underlying FAN based on real-world time series data. One possible
approach to determine individual modules could be to use dynamic
Bayesian inference to infer how connections in the network change over
time; see for example [10]. Of particular interest would be to find
the original structures in an “evolved” functional network that can no
longer be decomposed into simple primitive factors on account of feed-
back loops evolving between the original primitive events. Moreover,
modularization relates to network design and evolution and it is natu-
ral to attempt to find or design the optimal asynchronous network to
perform a desired network function. While such questions have been
discussed within the context of control, for example [5, 1], network
analysis based on modularization of dynamics allows us to tackle these
questions in a much wider context.
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