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The Model Selection & Checking Problems

1 Typically begin with baseline, default, or presumed model:
Null Hypothesis: The Universe is “Flat”

Model Checking: Is the model consistent with the data?
If not, characterize inconsistency, improve model, recheck.

2 May have another model that we suspect or hope is better:
Alternative Hypothesis: The Universe is “Hyperbolic”

Model Selection / Comparison: Decide between or weigh
the evidence for the two (or more?) models.

3 These are surprisingly subtle problems:
No consensus exists on how to proceed.
Disagreement between Bayesian and Frequentist methods.

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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Neyman-Pearson

Model Selection:
H0 The Universe is Flat: Ωκ = 0
HA The Universe is not Flat: Ωκ 6= 0.

Need test statistic, T , with known distribution under H0.
Threshold T ? is the smallest value such that

Pr(T > T ?|Ωκ = 0,other parameters) ≤ α,

If T > T ? sufficient evidence to declare non-flat.

Assessment?
Pro: Frequency properties: Bounded Pr(false positive).
Con: No characterization of the strength of evidence.

How to find T ??
David A. van Dyk Discussion of “Model Selection" by R. Trotta



uci

Methods for Model Selection & Checking
Are Bayesian Methods Best??

The Bottom Line

Frequency Based Methods
Bayesian Methods
P-values
Hybrid Methods
Other Methods
A Radical Suggestion

Bayes Factors and Posterior Probabilites

Bayesian methods have no trouble with unknown parameters
The prior predictive distribution:

pi(x) =

∫
pi(x |θ)pi(θ)dθ

How likely is X under model i (likelihood + prior dist’n).
Compare two models with the Bayes Factor:

Bayes Factor =
p0(x)

pA(x)
.

or the posterior probability of H0:

Pr(H0|x) =
p0(x)π0

p0(x)π0 + pA(x)(1− π0)
.

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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The Choice of Prior Dist’n Matters!

Example:
Likelihood: X ∼ N(µ,1).

Prior Dist’n: µ ∼ N(0, τ2).
Prior Pred.: X ∼ N(0,1 + τ2).
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Value of pA(x) depends on τ2!
Must think hard about choice of prior and report!

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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The Choice of Prior Dist’n Matters!

Bayes Factor:

H0 : X ∼ N(0,1).

HA : X ∼ N(0,1 + τ2).
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Assessment of Bayes Factors.
Cons: Bayes Factor depends heavily on the prior scale.
Pros: Probability based principled method, answers right

question, no problem with nuisance parameters.
David A. van Dyk Discussion of “Model Selection" by R. Trotta
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How to Choose the Prior Dist’n.

Unlike with parameter inference, prior must be proper.
Prior Predictive Distribution is improper with improper prior!

There is no default prior distribution.
Possible Solutions

1 Minimize Bayes Factor over a class of priors (see below).
2 Use a subjective prior distribution.

Subjective prior distributions are especially elusive:
What are likely values a parameters in a possible model?
Problem is even more complicated when:

Parameter space is large.
H0 and HA have different (non-nested) parameters.

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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Prior Distributions in Cosmology

Prior distributions:
1 “Astronomer’s Prior:” Ωκ ∼ Unif(−1,1)
2 “Curvature Scale Prior:” log |Ωκ| ∼ Unif(−5,0)
3 Inflationary Model: “little if anything is known a priori about

the free parameter Ψ...”
4 “Typical priors are uniform on the log of this parameter.”
5 “Non-linear transformations ... in general change ... the

model comparison results"

These appear to be priors on convenience...
Bayes Factors based on such priors are questionable.

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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P-values

Recall our Example of Neyman-Pearson:

H0 : Ωκ = 0 versus HA : Ωκ 6= 0.

Threshold T ? is the smallest value such that

Pr(T > T ?|Ωκ = 0,other parameters) ≤ α,

If T ≤ T ? we accept H0 : Ωκ = 0.
If T > T ? we reject H0 : Ωκ = 0.

To quantify the degree of evidence, p-value is often reported:

p-value = Pr(T > T ?|Ωκ = 0,other parameters).

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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A Dangerous Method....

Although the use of p-values is endemic in data analysis, they
are not easily interpreted (for a precise H0

1):

1 When compared to Bayes Factors or Pr(H0|data), p-values
vastly overstate the evidence for H1.

Even using the prior most favorable to H1 (in a large class).
2 Computed given data as extreme or more extreme than X .

This is much stronger evidence for H1 than X .
Agree with Bayes measures given “as/more extreme’.

3 P-values cannot be easily calibrated with Bayes Measures
Depends on sample size, model, and precision of H0.

P-values bias inference in the direction of false discovery.
1Berger & Delampady, Testing Precise Hypotheses, Stat. Sci., 1987

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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Not a Frequentist Method...

“... a rough rule known to astronomers, i.e., that differ-
ences up to twice standard error usually disappear when
more or better observations become available, and that
thoes of three or more times usually persist.” 2

Suppose over time, H0 is true about half the time.
Looking back over results with 1.96 < p-value < 2.00, the
astronomer might find H0 to be true 30% of the time.
The absolute minimum limiting proportion is 22%.
Compare with “5% significance” associated with p-value.

Why are p-values so popular?
2Jeffrey (1980) in Berger & Delampady (1987)

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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Why are p-values so popular?

Maybe it is just a bad habit....

Assessment of P-values
Cons: Biased toward (false!!) discovery and

uninterpretable.
Pros: Everyone is doing it...

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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Posterior Predictive P-values

Hybrid Methods: Recall the definition of the p-value:

p-value = Pr(T > T obs|H0).

How do we compute p-value with unknown param’s under H0?
1 Careful choice of T , dist’n may not depend on unknowns.
2 Use estimates of unknowns under H0.
3 Average over the posterior dist’n of unknowns under H0:

ppp-value =

∫
Pr(T > T obs|H0)p(θ|x)dθ.

ppp-values may be very weak with poor choice of T . Use LRT!

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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Example

Spectral Analysis in High Energy Astrophysics:
Quasar PG1637+706.

284 D. A. VAN DYK AND H. KANG

FIG. 2. Various EM-type algorithms for fitting the spectral

model. The figure illustrates the effect of the number of inner it-

erations in a nested EM algorithm on the required CPU time for

convergence with both the standard and fast (i.e., conditional aug-

mentation) algorithms. The optimal algorithm is the fast algorithm

with about 10 inner iterations and it requires only about a quarter

of the CPU time of the standard EM algorithm, which has one inner

iteration.

the absorbed photons, but rather we need absorption

only to be uniform across the support energies of the

emission line. In particular, suppose amin is the lowest
absorption rate, amin =minj {1− djg(θA,Ej)}, where
j varies over the support of emission line k. When
we compute Ÿ k

j , we act as if the absorption rate were

1 − djg(θA,Ej ) − amin. Thus, we add fewer counts
to each bin. In particular, if line k is a delta function,
we need not account for absorption at all when updat-

ing θL
k . This is the strategy used in the fast EM and fast

nested EM algorithms illustrated in Figure 2. The fast

EM algorithm offers additional computational savings

over nesting; see van Dyk andMeng (2000) for another

example involving the spectral model.

4. EXAMPLE

In this section we use our spectral model to study the

quasar mentioned in Section 3.2; see also Sourlas et al.

(2003) and van Dyk et al. (2001) for other examples of

the application of this model.

Quasars are the most distant distinct detectable ob-

jects in the universe. They are believed to be super-

massive black holes, whose masses exceed that of the

Sun by a million times. They are powered by the grav-

itational potential energy of gas and stars falling into

the central black hole, which results in emission across

the electromagnetic spectrum. Because they are so dis-

tant, they give us a glimpse into the very distant past;

the light that is now reaching the Earth left the quasar

when the universe was as little as 10% of its current

age, measured from the Big Bang. The study of quasars

therefore has important consequences for cosmological

theory.

In this example we focus on an emission line

in this energy spectrum of the high redshift quasar

PG1637+706. By measuring the location of the emis-
sion line in the spectrum and accounting for the expan-

sion of the universe, we can estimate the distance of

the quasar from the Earth. The wavelengths of electro-

magnetic waves originating from objects moving away

from us appear to be elongated and hence lowered in

energy when they reach us. By measuring the change

in energy, we can recover this recession velocity. In a

uniformly expanding universe, the recession velocity is

a direct measure of distance.

We fit a spectral model consisting of a power law

continuum, f (θC,Ej) = αCE
−βC

j , with the absorp-

tion model of Morrison and McCammon (1983) to

account for absorption due to the ISM and IGM,

and a power law continuum for background counts,

f (θB,Ej) = αBE
−βB

j . We consider three models for

the emission line.

MODEL 0. There is no emission line.

MODEL 1. There in an emission line with fixed

location in the spectrum, but unknown intensity.

MODEL 2. There is an emission line with un-

known location and intensity.

We use a Gaussian line profile for the emission line

with standard deviation fixed at 0.125 keV throughout.

Initially, there was only a suspicion that there might

be an emission line in the spectrum and we had no

prior information as to the likely location for the

line. To find candidate locations, we fit the model

via maximum likelihood using the EM algorithm with

51 different starting values evenly spaced between 1.0

and 6.0 keV. We begin with the EM algorithm, because

fitting the line location via the Gibbs sampler can

be dangerous. The posterior distribution has several

modes, corresponding to potential line locations, and

the Gibbs sampler is generally unable to jump between

these modes. Moreover, if the sampler is started far

from any of the modes and a flat prior distribution

is used for the line location, there may be no counts

attributed to the line when the missing data are drawn,

To fit Model 2 under H0 we use multiple starting values...
and use the same starts with the real data.

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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Results

288 D. A. VAN DYK AND H. KANG

FIG. 4. The posterior predictive check. The two histograms compare the observed likelihood ratio test statistics (vertical lines) with

1000 simulations from the posterior predictive distribution. The left plot is the comparison between Model 0 and Model 1, and the right

plot is the comparison between Model 0 and Model 2. Both model checks indicate strong evidence for including the emission line.

we need only sample θ from its posterior distribution,
sample a replicated data set yrep from the sampling dis-
tribution given the sampled value of θ and compute the
(likelihood ratio) test statistic using the replicated data.

The frequency under repeated sampling that this pro-

cedure results in a more extreme test statistic than is

actually observed is the posterior predictive p value.

If this is a very small number, we conclude that the

data would be unlikely to have been generated under

the posterior predictive distribution, and in terms of

the characteristics measured by the test statistic, the

model is not adequate for the data. [There are of course

numerous other techniques for model checking, e.g.,

Bayes factors and the Bayesian information criterion;

see Protassov et al. (2002) for a more detailed discus-

sion of our preference for posterior predictive p values
in this setting.]

To illustrate the use of posterior predictive p values,
we return to the example of Section 4 to quantify the

evidence for the emission line. We use the likelihood

ratio test as the test statistic,

T (yrep) = log
{
supθ∈"i

L(θ |yrep)
supθ∈"0

L(θ |yrep)

}
, i = 1,2,

where "0,"1 and "2 represent the parameter spaces

for Model 0, Model 1 and Model 2, respectively;

see Section 4. We use the EM algorithm to com-

pute T (yrep). In particular, after generation of

1000 data sets from the posterior predictive distribu-

tion under Model 0, we fit each of the three models

to each of the 1000 data sets via maximum likelihood.

When we fit Model 2, we used six evenly spaced start-

ing values for the line location over the range (1.0 keV,

4.0 keV); the maximum of the resulting six local

maximum likelihood values is taken to be the global

maximum likelihood. Although this procedure is not

guaranteed to return the global maximum, it is a

legitimate statistical procedure that results in a test

statistic, whose posterior predictive distribution we

investigate. Figure 4 shows the posterior predictive dis-

tribution of T (yrep) and posterior predictive p value

with both Model 1 and Model 2 as the numerator

model. Together the two posterior predictive p values

indicate that there is strong evidence for the presence

of the emission line in the spectrum. Given the prior be-

lief that the line is near 2.81 keV, it is legitimate to use

the first posterior predictive p value, which is essen-

tially zero. Without such prior information, one should

use the second value, which is about 0.01. It is evident

that the prior information increases the power of the

comparison.

6. PILEUP

6.1 The Nature of Pileup

We turn now to photon pileup, a form of data

degradation that is much more challenging than the

forms discussed in Section 2.2. Pileup occurs in X-ray

CCD’s when two or more photons arrive at the same

location on the detector during the same time frame.

Such coincident events are counted as a single higher

energy event or lost altogether if the total energy goes

above the on-board discriminators. Thus, for bright

sources pileup can seriously distort both the count rate

and the energy spectrum.

Assessment of ppp-values
Pros: Can handle nuisance parameters.

Cons: They look like p-values!
David A. van Dyk Discussion of “Model Selection" by R. Trotta
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Other Methods

There are Many other methods....
1 Bayesian Model Averaging

Pros: Bayesian, but less dependent on the choice of prior.
Cons: More appropriate for prediction than model selection.

2 Decision Theory
Pros: Derives rules tailored to specific scientific goals.
Cons: Sensitive to choice of Loss Function and Prior.

3 Information Criteria (e.g., AIC, BIC, etc.)
Pros: Simple to compute with an intuitive form!
Cons: Ad hoc—with questionable statistical properties.

4 Conditional Error Probabilities
Pros: Bayesian methods with frequency interpretation!
Cons: Frequency conditional prob’s make eyes glaze over.

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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Other Methods

There are Many other methods....
5 “Default Bayes Factors”

Pros: Derive a proper prior dist’n based on training sample.
Cons: Result depends on the choice of training sample.

These are all useful methods!

.... But they all must be handled with care with
an understanding of their pros and cons.

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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Conditional Error Probabilities

1 Define (Berger, Brown, and Wolpert, AoS, 1994)
p0: The p-value as we have defined it.
p1: The p-value with H0 and HA interchanged.

S The maximum of p0 and p1.
2 Reject H0 if p0 < p1 accept H0 and accept otherwise.
3 Report the conditional error probabilities:

α(s): Probability of Type 1 error given S = s.
β(s): Probability of Type 2 error given S = s.

4 Note α(s) = Pr(H0|X ) and β(s) = Pr(HA|X ) with π0 = 0.5.

Example of the use of conditioning to improve
the properties of statistical procedures.

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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Conditional Error Probabilities

Assessment of conditional methods
Pros: Bayesian methods with frequency interpretation!

Cons: Frequency conditional probabilities make eyes
glaze over.

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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Decision Theory

A decision theoretic approach begins
with a “Loss” Function, perhaps with
c << C.

Decision
Truth H0 HA
H0 0 C
HA c 0

Derive decision rule, for example minimizing the Bayes Risk:

Bayes Risk = π0 E(Loss|decision,H0)+(1−π0) E(Loss|decision,H1)

Assessment of Decision Theory
Pros: Derives rules tailored to specific scientific goals.

Cons: Sensitive to choice of Loss Function and Prior.

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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Can we abandon formal model selection all together?

Nested Models:
H0: Ωκ = 0 (a special case of HA)
HA: Ωκ 6= 0 or Ωκ > 0 or Ωκ < 0

1 Fit the larger model and give an interval for θ: No Testing!

Does this answer the larger question?
1 Is null value a special value?
2 Should extra weight be put on default / presumed model?

If not an interval may suffice.
If yes some sort of formal model selection may be needed.

“Nested models are fairly common in cosmology”
1 “flat or near flat universe is predicted by inflation"
2 testing for infinite universe, Ωκ ≤ 0.

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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Are Bayesian Methods Best??

1 Why use Bayesian Methods?
2 Bayesian methods require a prior distribution—and for

model selection the prior distribution really matters.
3 Bayes Factors require an Alternative Hypothesis.

Might we just be interested in validity of proposed model?
Yes, but any test statistic has an implicit alternative.
Practically speaking, there is always an alternative.
Formalizing HA, leads to a much larger toolbox.

I view these as disadvantages of Bayesian Methods.

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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Model Selection & Model Checking are
not for the faint of heart...

Approach Model Selection with humility.

If possible it should simply be avoided...

This seems possible in cosmology—at least
in some cases.

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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If model comparison is necessary.....

1 It is hard to justify p-values—they are simply not calibrated

We feel that the correct interpretation of a P-value,
although perhaps objective, is nearly meaningless, and
that the actual meaning usually ascribed to a P-value by

practitioners contains hidden and extreme bias.
— J. Berger and M. Delampady (Stat Sci., 1987).

2 Bayes Factors are highly dependent on choice of prior.

Bayesians address the question everyone is interested in
by using assumptions no one believes, while frequntists

use impeccable logic to deal with an issue not of interest to
anyone. — L. Lyons (via R. Trotta).

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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If model comparison is necessary.....

1 At least the Bayesian can clearly identify the assumptions.
2 So... I prefer Bayes Factors—but with:

1 Careful choice of prior distribution.
2 Clearly identified prior distribution.
3 Comprehensive analysis of sensitivity to prior.

3 If no informative prior is available, identify classes of prior
distribution that lead to one choice or the other.

As Always: Try several methods and
compare results!!!

David A. van Dyk Discussion of “Model Selection" by R. Trotta
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