Bifurcations of two-dimensional diffeomorphisms with a homoclinic tangency are studied in one- and two-parameter families. Due to the well-known impossibility of a complete study of such bifurcations, the problem is restricted to the study of the bifurcations of the so-called low-round periodic orbits. In this connection, the idea of taking $\Omega$-moduli (continuous invariants of the topological conjugacy on the nonwandering set) as the main control parameters (together with the standard splitting parameter) is proposed. In this way, new bifurcational effects are found which do not occur at a one-parameter analysis. In particular, the density of cusp-bifurcations is revealed.

1. Introduction

As is well known, the development of the theory of global bifurcations of multi-dimensional systems was started in 60's and first of all with works of L. P. Shil'nikov. In particular, he discovered a remarkable phenomenon that a multi-dimensional system with a homoclinic loop of a saddle equilibrium state can possess an infinite number of periodic orbits, in distinction with the two-dimensional case. The first example of such complicated behavior is given by a homoclinic loop of an equilibrium state of saddle-focus type (Fig. 1) in a three-dimensional space. Such equilibrium state has the characteristic roots $-\lambda \pm i\omega$ and $\gamma$ where $\gamma$, $\lambda$, and $\omega$ are positive; besides, the so-called saddle index $\rho = \lambda/\gamma$ is less than unity.

It was found in Shil'nikov [1965, 1970] that the structure of the set $N$ composed by the orbits lying entirely in a small neighborhood of the homoclinic loop is not just nontrivial but it also depends essentially on the value of $\rho$. This dependence is such that, when $\rho$ varies continuously, the structure of the set $N$ permanently varies in any one-parameter family.
family \( X_\rho \) of systems holding a saddle-focus homoclinic loop.\(^1\)

In modern terms, the results of Shil'nikov [1965, 1970] imply that the value \( \rho \) is a modulus of the \( \Omega \)-equivalence of systems with a homoclinic loop of a saddle-focus. Recall the definition:

**Definition.** We say that a system \( X \) has a modulus if, in the space of dynamical systems, a Banach subspace \( \mathcal{M} \) passes through \( X \), and on \( \mathcal{M} \) a locally nonconstant continuous functional \( h \) is defined such that in order for two systems \( X_1 \) and \( X_2 \) from \( \mathcal{M} \) to be equivalent it is necessary that \( h(X_1) = h(X_2) \). We shall say that \( X \) has at least \( m \) moduli if a Banach subspace passes through \( X \) on which \( m \) independent moduli are defined, and that \( X \) has a countable number of moduli if \( X \) has an arbitrary finite number of moduli.

Among different types of equivalences in the space of dynamical systems, the most known are the topological and the \( \Omega \)-equivalence (the topological equivalence on nonwandering sets). The topological moduli in systems with simple dynamics were discovered by Palis [1978] for diffeomorphisms of a plane which have an orbit of homoclinic tangency. Figure 2(a) represents such a diffeomorphism. It has two saddle-fixed points \( O_1 \) and \( O_2 \) with multipliers \( \lambda_i \) and \( \gamma_i \) where \( |\lambda_i| < 1 \), \( |\gamma_i| > 1 \) (\( i = 1, 2 \)). It also has a homoclinic orbit \( \Gamma_0 \) at the points of which the manifolds \( W^u(O_2) \) and \( W^s(O_1) \) have a tangency. Palis established that two such diffeomorphisms \( f \) and \( f' \) can be topologically conjugated in some neighborhoods \( U(\Gamma_0) \) and \( U'(\Gamma_0') \) only in the case if the value \( \alpha = -\ln|\lambda|/\ln|\gamma| \) are the same for \( f \) and \( f' \).

This means that \( \alpha \) is a modulus of the topological equivalence for diffeomorphisms with a homoclinic tangency. At the same time, any two diffeomorphisms of the Palis example are \( \Omega \)-conjugate; that is, the value \( \alpha \) is not a modulus with respect to the \( \Omega \)-equivalence.

If we identify the saddles \( O_1 \) & \( O_2 \), we get a diffeomorphism with a homoclinic tangency [Fig. 2(b)]. The invariant \( \alpha \) is equal, in this case, to the value \( \theta = -\ln|\lambda|/\ln|\gamma| \).

---

\(^1\)In particular, it was established in Ovsyannikov & Shil'nikov [1987, 1992] that the values of \( \rho \) for which \( X_\rho \) has a structurally unstable periodic orbit compose a dense set.
which is traditionally denoted as $\theta$:

$$\theta = \frac{|\lambda|}{|\gamma|}$$

where $\lambda$ and $\gamma$ are the multipliers of $\mathcal{O}$.

Note that in distinction with the heteroclinic situation the invariant $\theta$ may be a modulus not only for the topological but also for the $\Omega$-equivalence. It should be mentioned here that topological moduli appear, mainly, as obstacles to the existence of a conjugating homeomorphism whereas $\Omega$-moduli have an essentially different sense. To our opinion, $\Omega$-moduli should be considered as parameters determining the structure of the nonwandering set. Historically, it is exactly the context in which $\Omega$-moduli were found (the mentioned value $\rho$ for a saddle-focus homoclinic loop and the value $\theta$ for homoclinic tangencies [Gavrilov & Shil'nikov, 1973]), essentially earlier than when the notion of a topological modulus were introduced in the theory of dynamical systems.

For the bifurcation theory, importance of the study of specifically $\Omega$-moduli is obvious. Indeed, it is clear that if a system is perturbed so that the value of an $\Omega$-modulus is changed, then bifurcations of nonwandering orbits (periodic, homoclinic, etc.) must occur. First, this phenomenon was revealed in Gavrilov & Shil'nikov [1973] at the study of bifurcations of periodic orbits on the bifurcational surface $\mathcal{H}$ composed by systems with a quadratic homoclinic tangency. Namely, there was shown that for any one-parameter family $X_\theta$ of systems on $\mathcal{H}$ the values of $\theta$ are dense for which $X_\theta$ has a structurally unstable periodic orbit.

Note also that $\theta$ is not a unique $\Omega$-modulus for the systems with a homoclinic tangency. It was established in Gonchenko et al. [1991, 1993] that the systems may be dense in $\mathcal{H}$ which have a countable number of independent $\Omega$-moduli. Since an independent variation of the values of each of the $\Omega$-moduli leads to bifurcations in the nonwandering set, a joint variation of the infinite series of the $\Omega$-moduli may lead to infinitely degenerate bifurcations. Specifically, it was shown in Gonchenko et al. [1991, 1993] that systems with arbitrarily degenerate periodic orbits and with homoclinic orbits of any order of tangency may be dense in $\mathcal{H}$.

Immediately, there arise a number of problems. On the one hand, systems with homoclinic tangencies compose bifurcational surfaces of codimension-one in the space of dynamical systems. Therefore, such systems occur in general in one-parameter families. On the other hand, the proven presence of systems with arbitrarily degenerate periodic and homoclinic orbits in an arbitrarily small neighborhood of any system with a simple homoclinic tangency shows that no finite number of control parameters is sufficient for a complete study of bifurcations of such systems. The analogous result can be also shown to hold for systems with a homoclinic loop of a saddle-focus.

In principle, we have to give up the ideology of "complete description" and to restrict ourself to the study of some most typical features and properties of such systems. Particularly, the problem of the study of main bifurcations in low-parameter families takes such a sense.

In the latter sentence, we must, of course, clarify the term "main bifurcations". We must also solve the question on the choice of the control parameters.

We will study the structure of the set $N$ of the orbits lying entirely in a small neighborhood $U$ of a homoclinic orbit. In the case of a two-dimensional diffeomorphism with a homoclinic tangency this neighborhood is the union of a small disc $U_0$, containing the fixed point $O$, and a finite number of small neighborhoods of the homoclinic points which lie outside $U_0$ (Fig. 3). As we mentioned, the complete study of all bifurcations in $U$ is impossible and we restrict ourself to the study of low-round periodic and homoclinic orbits (single-,
double-, triple-, ...). A periodic orbit lying in $U$ will be called $k$-round if it leaves and reenters $U_0$ $k$ times for the period. Analogously, the roundness of a homoclinic orbit is defined. The low-round orbits are, naturally, most interesting from the application point of view. Moreover, the high-order degenerations occur only for quite high roundnesses.

The question of what concerns the right choice of the control parameters has a principal meaning for the systems with complex dynamics. There is no problem with finding appropriate control parameters in the classical bifurcation theory going back of the control parameters has a principal meaning. Moreover, the high-order degenerations of separatrices, variation of values of critical characteristic exponents of equilibrium states and multipliers of periodic orbits, variation of Lyapunov values, etc.). For the multi-dimensional systems with homoclinic tangencies the so-called splitting parameters must clearly be taken as one of the main control parameters for the study of bifurcations.

However, according to what was said above about $\Omega$-moduli, it becomes clear that to obtain a more detailed bifurcational picture one must take $\Omega$-moduli as additional bifurcation parameters (or such values whose variation leads to variation of values of the $\Omega$-moduli).

In the present paper, we demonstrate the effectiveness of this approach to the study of main bifurcations in systems with complex dynamics for the case of two-dimensional diffeomorphisms with a homoclinic tangency.

2. Two-Dimensional Diffeomorphisms with a Homoclinic Tangency. Geometric Constructions

2.1. The neighborhood of a structurally unstable homoclinic orbit

We consider a $C^{r+2}$-smooth $(r \geq 3)$ two-dimensional diffeomorphism $f$ which has a saddle-fixed point $O$ with multipliers $\lambda$ and $\gamma$ where $0 < |\lambda| < 1$, $|\gamma| > 1$. We consider the case where $|\lambda \gamma| < 1$. The case $|\lambda \gamma| > 1$ is reduced to that under consideration by transition to the inverse map $f^{-1}$ instead of the initial map $f$; the special case $|\lambda \gamma| = 1$ requires a separate investigation (see, for instance, Gonchenko & Shil'nikov [1987]).

Suppose the stable and unstable manifolds of $O$ have a quadratic tangency at the points of a homoclinic orbit $\Gamma$.

Let $U$ be a small neighborhood of the set $O\cup \Gamma$. The neighborhood $U$ is the union of a small disc $U_0$ containing $O$ and of a finite number of small discs surrounding the points of $\Gamma$ which are located outside $U_0$ (Fig. 3). The subject of our study is the set $N$ of orbits of the map $f$ that lie entirely in $U$.

2.2. The local and global maps $T_0$ and $T_1$

Let $T_0$ be the restriction of $f$ onto $U_0$ (it is called the local map). Note that the map $T_0$ in some $C^{r+1}$-coordinates $(x, y)$ can be written in the form

$$\bar{x} = \lambda x + f(x, y)x^2 y, \quad \bar{y} = \gamma y + g(x, y)xy^2. \quad (2.1)$$

By (2.1), the equations of the local stable manifold $W_{\text{loc}}^s$ and local unstable manifold $W_{\text{loc}}^u$ are $y = 0$ and $x = 0$, respectively. Representation (2.1) for the local map is convenient because in these coordinates the map $T_0^k$ for any sufficiently large $k$ is linear in the lowest order. Specifically, we have the following representation [Gonchenko & Shil'nikov, 1990, 1992] for the map $T_0^k : (x_0, y_0) \mapsto (x_k, y_k)$:

$$x_k = \lambda^k x_0 + |\lambda|^k |\gamma|^{-k} \phi_{k1}(x_0, y_0),$$
$$y_0 = \gamma^{-k} y_k + |\gamma|^{-2k} \phi_{k2}(x_0, y_0), \quad (2.2)$$

where $\phi_{k1}$ and $\phi_{k2}$ are functions uniformly bounded at all $k$ along with their derivatives up to the order $r$.

Let $M^+(x^+, 0)$ and $M^-(0, y^-)$ be a pair of points of $\Gamma$ which lie in $U_0$ and belong to $W_{\text{loc}}^s$ and $W_{\text{loc}}^u$, respectively. Without loss of generality we can assume $x^+ > 0$ and $y^- > 0$. Let $\Pi_0$ and $\Pi_1$ be sufficiently small neighborhoods of the homoclinic points $M^+$ and $M^-$ such that $T_0(\Pi_0) \cap \Pi_1 = \emptyset$ and $T_0(\Pi_1) \cap \Pi_1 = \emptyset$. Evidently, there exists an integer $q$ such that $f^q(M^-) = M^+$. We denote the map $f^q : \Pi_1 \rightarrow \Pi_0$ as $T_1$ (it is called the global map). The map $T_1$ can obviously be written in the form

$$\bar{x} - x^+ = ax + b(y - y^-) + \ldots,$$
$$\bar{y} = cx + d(y - y^-)^2 + \ldots, \quad (2.3)$$

where $bc \neq 0$ since $T_1$ is a diffeomorphism, and $d \neq 0$ since the tangency is quadratic.
2.3. Strips and horseshoes

Note that orbits of $N$ must intersect the neighborhoods $\Pi_0$ and $\Pi_1$ (otherwise, these orbits would be far from $\Gamma$). However, not all orbits that start in $\Pi_0$ arrive in $\Pi_1$. The set of the points whose orbits get into $\Pi_1$ fills a countable number of strips $\sigma_k^0 = \Pi_0 \cap T_{-k}^{\gamma} \Pi_1$ which accumulate on $W^s$. The way of constructing these strips is obvious from Fig. 4. In turn, the images of the strips $\sigma_k^0$ under the maps $T_0^{\gamma} : \Pi_0 \rightarrow \Pi_1$ give on $\Pi_1$ a sequence of vertical strips $\sigma_k^1$ which accumulate on $W_{\text{loc}}^u$ (Fig. 5).

Neighborhoods $\Pi_0$ and $\Pi_1$ may be taken so that to contain all the strips $\sigma_k^0$ and $\sigma_k^1$ with numbers $k \geq \bar{k}$ and not to intersect with $\sigma_k^0$ and $\sigma_k^1$ for $k < \bar{k}$. Obviously, if $\text{diam} \Pi_0 \cdot \text{diam} \Pi_1 \rightarrow 0$, then $\bar{k} \rightarrow \infty$.

The images $T_1 \sigma_k^i$ of the strips $\sigma_k^i$ have a shape of horseshoes accumulated at $T_1 W_{\text{loc}}^u$ as $k \rightarrow \infty$ (Fig. 6). It is clear that orbits of $N$ must intersect $\Pi_0$ in points lying in intersections of horseshoes $T_1 \sigma_k^1$ and strips $\sigma_k^0$ for $i, j \geq \bar{k}$. Hence, the structure of $N$ depends essentially on geometrical properties of such intersections.

2.4. The types of intersections of the strips and horseshoes

Different types of intersections of a horseshoe $T_1 \sigma_1^1$ with the strips are shown in Fig. 7. The horseshoe has a regular intersection with the strip $\sigma_j^0$, an irregular intersection with the strip $\sigma_j^0$, and empty intersection with the strip $\sigma_j^0$.

The intersection is called regular if the set $T_1 \sigma_1^1 \cap \sigma_j^0$ is nonempty and consists of two connected components $\sigma_{j,1}^0$ and $\sigma_{j,2}^0$ (Fig. 8), and the maps $T_{1,\alpha} : \sigma_{j,1}^0 \rightarrow \sigma_j^0$, $\alpha = 1, 2$, are saddle (i.e., they are contracting along the coordinate $x$ and expanding along the coordinate $y$). Here, $\sigma_{j,1}^0$ and $\sigma_{j,2}^0$ are upper and lower parts of the strip $\sigma_j^0$. They are separated by the central part of $\sigma_j^0$ (denoted as $\sigma_j^0$ in Fig. 8) which is mapped by $T_1 T_0^\gamma$ onto the top of the horseshoe $T_1 \sigma_1^1$. 
Fig. 6. The images $T_1\sigma_k^i$ of the strips $\sigma_k^i$ have a shape of horseshoes which are accumulated at $T_1(W^s_{loc})$ as $k \to \infty$. Orbits of the set $N$ must intersect $\Pi_0$ in the points of intersections of the "horseshoes" $T_1\sigma_i^1$ and the strips $\sigma_i^j$ for $i, j \geq k$.

Fig. 7. Various types of intersections of the "horseshoe" $T_1\sigma_i^1$ with the strips. The horseshoe has a regular intersection with the strip $\sigma_i^j$; it has an irregular intersection with the strip $\sigma_i^k$ and an empty intersection with the strip $\sigma_i^l$.

2.5. **The conditions of regular and irregular intersections of the strips and horseshoes**

It is established in Gonchenko & Shil'nikov [1987] that if the inequality

$$d[\gamma^{-j}y^- - c\lambda^ix^+] > S_k(i, j)$$

is satisfied, where $S_k(i, j) = S_1(|\lambda|^i + |\gamma|^{-j} \cdot |\gamma|^{-k/2})$ and $S_1$ is some positive constant independent from $i, j$ and $k$, then the intersection of $T_1\sigma_i^1$ with $\sigma_i^j$ is regular.

The inequality

$$d[\gamma^{-j}y^- - c\lambda^ix^+] < -S_k(i, j)$$

is a sufficient condition for an intersection of $T_1\sigma_i^1$ and $\sigma_i^j$ to be empty.

It is clear from (2.4) and (2.5) that the inequality

$$|d[\gamma^{-j}y^- - c\lambda^ix^+]| \leq S_k(i, j)$$

is necessary in order for the horseshoe $T_1\sigma_i^1$ to have an irregular intersection with the strip $\sigma_i^j$.

Inequalities (2.4)-(2.6) have quite a simple geometrical sense (Fig. 9). The strip $\sigma_j^i$ is a thin rectangle with the central line $y = \gamma^{-j}y^-$. The strip $\sigma_i^j$ is a thin rectangle with the central line $x = \lambda^ix^+$. The strip $\sigma_i^j$ is mapped by the map $T_1$ onto a horseshoe with the parabola $y = c\lambda^ix^+ + d((x - x^+)/b)^2$ as a central line. The condition $d[\gamma^{-j}y^- - c\lambda^ix^+] > 0$ means that the straight line $y = \gamma^{-j}y^-$ and the parabola intersect in two points, and the condition $d[\gamma^{-j}y^- - c\lambda^ix^+] < 0$ means that they have no
Fig. 9. The strip $\sigma_0^0$ is a thin rectangle with the central line $y = x^{-}$. The strip $\sigma_1^0$ is a thin rectangle with the central line $x = \lambda x^+$. The strip $\sigma_1^1$ is mapped by the map $T_1$ onto a horseshoe with the parabola $y = c\lambda'^2 + d((x - x^+)/b)^2$ as a central line.

intersection. The coefficient $S_{ik}(i, j)$ in (2.4)–(2.6) is due to the nonzero thicknesses of the strip and horseshoe.

2.6. Codes

Let $Q$ be an orbit lying in $U$ entirely and nonasymptotic to $O$. This orbit intersects $\Pi_0$ in an infinite sequence of points $M_s$. Each point $M_s$ belongs to some strip $\sigma_{k_s}$; here, successive points $M_s$ and $M_{s+1}$ are connected by the relation

$$M_{s+1} = T_1 T_0^{k_s}(M_s).$$

The infinite sequence of integers $\{k_s\}$ is called a natural code of the orbit $Q$.

Definition. A pair of integers $(i, j)$ is called inadmissible if $i < \bar{k}$, or $j < \bar{k}$, or inequality (2.5) is fulfilled. Otherwise, the pair $(i, j)$ is called admissible.

An admissible pair is called regular if it satisfies inequality (2.4). A sequence of integers $\{k_s\}$ is called inadmissible if at least one of the pairs $(k_s, k_{s+1})$ is inadmissible, and it is called admissible otherwise.

An admissible sequence $\{k_s\}$ is called regular if each pair $(k_s, k_{s+1})$ is regular.

Since $M_{s+1} \in T_1 \sigma_{k_s}^1 \cap \sigma_{k_{s+1}}^0$, the following assertion is evident: for each orbit $Q$ lying in $U$ entirely, the code is an admissible sequence.

On the other hand, it is shown in Gavrilov & Shil'nikov [1973] and Gonchenko [1984] that if a sequence $\{k_s\}$ is regular, then there exists a continuum of saddle orbits in $N$ which have the given sequence as the code.

The last is connected with the fact that inequalities (2.4) guarantee that the intersection $T_1 \sigma_{k_s}^1 \cap \sigma_{k_{s+1}}^0$ is regular. It consists of two connected components $\sigma_{k_{s+1}+1}^{01}$ and $\sigma_{k_{s+1}+1}^{02}$ (Fig. 8), and points belonging to different components may be distinguished. Therefore, for the orbits in $U$ with the regular natural codes, a more precise code can be constructed. Namely, it is a sequence $\{(k_s, \alpha_s)\} (\alpha_s \in \{1, 2\})$ such that the point $M_s$ belongs to $\sigma_{k_{s+1}+1}^{01}$ (we will also use an equivalent notation for the code $\{(k_s, \alpha_s)\}$ as a sequence of the symbols "0", "1", and "2":

$$\ldots, \alpha_{s-1}, 0, \ldots, 0, \alpha_s, 0, \ldots, 0, \alpha_{s+1}, \ldots).$$

By definition,

$$M_{s+1} = \tilde{T}_{k_s \alpha_s} M_s$$

(2.7)

where the map $\tilde{T}_{k_s \alpha_s} \equiv T_1 T_0^{k_s}(\iota_{\alpha_s}^{00})$ is saddle. By the "lemma on a saddle-fixed point in a countable product of spaces" from Shil'nikov [1967], there exists a unique sequence of points satisfying Eq. (2.7). Thus, to each code $\{(k_s, \alpha_s)\}$ where $\alpha_s$ is regular and $\{(\alpha_s)\}$ is an arbitrary fixed sequence of the symbols "1" and "2" there corresponds a unique orbit $Q \in N$ (the set of the orbits which correspond to different sequences $\{(\alpha_s)\}$ has the cardinality of continuum).

Note also that if a nonsaddle orbit exists in $N$, then its code $\{k_s\}$ must be such that inequality (2.6) is satisfied for at least one of the pairs $(i = k_s, j = k_{s+1})$.

3. The Types of Two-Dimensional Diffeomorphisms with a Homoclinic Tangency

Thus, an analysis of the structure of integer solutions of inequalities (2.4)–(2.6) is an essential part of the study of orbits of the set $N$. The sets of such solutions obviously depend on the signs of parameters $\lambda, \gamma, c$, and $d$. Geometrically, it is connected with the fact that the signs of these values determine the character of the reciprocal position of the manifolds $W_{\text{loc}}^\pm$ and $T_1 W_{\text{loc}}^\pm$ in a neighborhood of the homoclinic point $M^+$. We restrict ourself to
the case of positive \( \lambda \) and \( \gamma \).

The different cases possible here in dependence on signs of \( c \) and \( d \) are shown in Fig. 10.

According to Gavrilov & Shil'nikov [1973], the diffeomorphisms under consideration are divided into the three classes for which the structure of the set \( N \) is essentially different.

3.1. Systems of the first class

The systems of the first class are those for which \( \lambda > 0, \gamma > 0, d < 0 \). The following theorem takes place:

**Theorem 3.1.** [Gavrilov & Shil'nikov, 1973] Let \( f \) be a diffeomorphism of the first class. Then the set \( N \) is trivial: \( N = \{O, \Gamma\} \).

This result can be obtained from the analysis of the set of integer solutions of inequalities (2.4)–(2.6): one can prove that if \( \lambda > 0, \gamma > 0, d < 0 \), any sequence \( \{k_\alpha\} \) is inadmissible. Geometrically, this can be verified in the following way. If \( c < 0 \), \( d < 0 \), then the horseshoes \( T_1 \sigma_1^i \) and the strips \( \sigma_j^0 \) do not intersect since they lie at the opposite sides from \( W^u_{\text{loc}} \) [Fig. 11(a)]. Thus, in this case, the set \( N \) has a trivial structure indeed: \( N = \{O, \Gamma\} \).

In the case \( c > 0, d < 0 \) [i.e., when "parabola" \( T^1 W^u_{\text{loc}} \) is tangent to \( W^u_{\text{loc}} \) from below; see Fig. 11(b)], the set \( N \) has a trivial structure also.

It is connected with the fact that here the intersection \( T_1 \sigma_1^i \cap \sigma_j^0 \) may be nonempty only for \( j > i \). Indeed, the strip \( \sigma_j^0 \) lies at a distance of an order \( \gamma^{-j} \) from \( W^u_{\text{loc}} \) and the top of the horseshoe \( T_1 \sigma_1^i \) lies at a distance of an order \( \lambda^i \) from \( W^u_{\text{loc}} \) [Fig. 11(b)]. Since \( \lambda \gamma < 1 \), it follows that \( \lambda^i \ll \gamma^{-j} \), so any horseshoe \( T_1 \sigma_1^i \) lies below the corresponding strip \( \sigma_j^0 \) and, hence, below any strip \( \sigma_{j'}^0 \) with \( j < j' \). As a consequence we have that the negative semi-orbit of any initial point on \( \Pi_0 \) (except \( M^+ \)) leaves the neighborhood \( U \).

3.2. Systems of the second class

The systems of the second class are those for which \( \lambda > 0, \gamma > 0, c < 0, d > 0 \). In this case, evidently, inequality (2.4) is fulfilled for any sufficiently large \( i \) and \( j \); that is, the intersection of \( T_1 \sigma_1^i \) with \( \sigma_j^0 \) is regular for any \( i, j \geq k \) [Fig. 11(c)]. Correspondingly, any sequence of integers \( k_\alpha \geq k \) is regular in this case. Therefore, the following statement [Gavrilov & Shil'nikov, 1973] takes place:

**Theorem 3.2.** In the case \( c < 0, d > 0 \) all orbits from \( N \setminus \Gamma \) have a saddle type and \( N \) is in one-to-one correspondence with the quotient-system \( \Omega_0 \) which is obtained from the Bernoulli scheme on three symbols \( \{0, 1, 2\} \) by identification of two homoclinic orbits: \( (\ldots, 0, \ldots, 0, 1, 0, \ldots) \) and \( (\ldots, 0, \ldots, 0, 2, 0, \ldots) \).

\(^2\)The cases of different signs of \( \lambda \) and \( \gamma \) are considered, for instance, in Gonchenko & Shil'nikov [1990, 1992].

\(^3\)Both these two codes correspond to the orbit \( \Gamma \).
3.3. Systems of the third class

The systems of the third class are those for which \( \lambda > 0, \gamma > 0, c > 0, d > 0 \). In this case, \( T_1 W_{\text{loc}}^u \) is tangent to \( W_{\text{loc}}^s \) from above \( (c > 0, d > 0) \) [Fig. 11(d)]. The study of systems of the third class (and nearby systems) is the main scope of the present paper.

4. Nontrivial Hyperbolic Subsets of Systems of the Third Class

Taking logarithm of both parts of (2.4) we rewrite the condition of regular intersection as

\[
j < i\theta - \tau - S\gamma^{-k/2}
\]

(4.1)

and the condition of empty intersection as

\[
j > i\theta - \tau + S\gamma^{-k/2}
\]

(4.2)

where

\[
\theta = -\frac{\ln |\lambda|}{\ln |\gamma|},
\]

\[
\tau = \frac{1}{\ln |\gamma|} \ln \left| \frac{c\times^+}{y^-} \right|
\]

and \( S \) is some positive constant. It is convenient to rewrite inequalities (4.1), (4.2) in an “invariant” form

\[
(j + m) < (i + m)\theta - \tau_0 - \delta\gamma^{-(k+m)/2},
\]

(4.3)

\[
(j + m) > (i + m)\theta - \tau_0 + \delta\gamma^{-(k+m)/2},
\]

(4.4)

where \( m \) is the constant defined by the condition \( M^+ = f^m(M^-) \) and \( \tau_0 \) is defined as

\[
\tau_0 = \tau - m(\theta - 1).
\]

Note that the value \( \theta \) is independent of smooth transformations of the coordinates. The value \( \tau_0 \) can also be proved [Gonchenko & Shil'nikov, 1990].
to be independent of smooth coordinate transformations preserving form (2.1) for the map $T_0$ as well as of the choice of homoclinic points in $U_0$. The number $(\bar{k} + m)$ is invariant also in the sense that it is equal to the minimal period of periodical orbits of $N$.

Let us consider the subsystem $\Omega_1$ [Gavrilov & Shil’nikov, 1973; Gonchenko, 1984] belonging to $\Omega_0$ (see Theorem 3.2) and composed by the orbits of the form

$$\ldots, \alpha_{s-1}, 0, \ldots, 0, \alpha_s, 0, \ldots, 0, \alpha_{s+1}, \ldots$$

where:

1. $\alpha_s \in \{1, 2\}$;
2. the length of any complete string of zeros is not less than $(\bar{k} + m)$; and
3. the lengths $(k_j + m)$ and $(k_{j+1} + m)$ of successive complete strings of zeros separated by a nonzero symbol satisfy inequality (4.3) with $i = k_s$ and $j = k_{s+1}$ (i.e., the sequence \{\alpha_s\} is regular).

**Theorem 4.1.** If $\bar{k}$ is large enough, then in the case $c > 0$, $d > 0$ there exists a subsystem $\tilde{N}$ in $\tilde{N}$ which is conjugate to the symbolic system $\Omega_1$ and such that all orbits from $\tilde{N}$ have a saddle type.

Note that the set $\tilde{N}$ may not coincide with $N$ but it nevertheless forms a substantial part of $N$. Indeed, for a nonsaddle orbit, at least two subsequent points $M_s$ and $M_{s+1}$ of intersection with $\Pi_0$ must lie in the strips $\sigma_k^0$ and $\sigma_k^{s+1}$, whose numbers satisfy the inequality

$$|(k_{s+1} + m) - (k_s + m)\theta + \tau_0| \leq \hat{S}_\gamma^{-(k+m)/2},$$

which is equivalent to (2.6).

The set of integer solutions $(i, j)$ of the last inequality will lie in the narrow strip on the plane (the greater $\bar{k}$, the more narrow is the strip). This set depends essentially on the values $\theta$ and $\tau_0$. For instance, if $\theta$ is rational: $\theta = p/q$, and $\tau_0 q \not\in \mathbb{Z}$, then this set is empty for $\bar{k}$ large enough. This implies the following statement:

**Theorem 4.2.** If $\theta = p/q$ and $\tau_0 q \not\in \mathbb{Z}$, then there exists such $\bar{k} = \bar{k}(\theta, \tau_0)$ that all orbits from $N \setminus \Gamma$ are saddle and $N \setminus \{\Gamma, O\}$ is conjugate with $\Omega_1$.

Geometrically, the fact that the set of integer solutions of inequality (4.5) is empty for rational $\theta$ and suitable $\tau_0$ means that for such $\theta$ and $\tau_0$ tops of all horseshoes get to the “holes” between the strips.

5. **Moduli of the $\Omega$-Equivalence for Systems of the Third Class**

As we mentioned, the structure of the set $N$ of all orbits lying in the neighborhood $U$ entirely is in a close connection with the structure of the sets of integer solutions of inequalities (4.3) and (4.5). These sets are different for different values of the invariants $\theta$ and $\tau_0$. Therefore, the structure of the set $N$ depends essentially on the values of $\theta$ and $\tau_0$. Moreover, the following result shows, that the invariants $\theta$ and $\tau_0$ are moduli of the $\Omega$-equivalence.

**Theorem 5.1.** [Gonchenko & Shil’nikov, 1990, 1992]

Let $f$ and $f'$ be diffeomorphisms of the third class and let $f$ and $f'$ be locally $\Omega$-conjugate.\footnote{That is, there exist such neighborhoods $U$ and $U'$ for which the sets $N$ and $N'$ have the same structure.} Then $\theta = \theta'$. If, moreover, the value $\theta$ is irrational, then $\tau_0 = \tau_0'$. If $\theta$ is rational ($\theta = p/q$), then there exists such integer $s$ that $\tau_0$ and $\tau_0'$ satisfy simultaneously the inequalities $s \leq \tau_0 q \leq s + 1, s \leq \tau_0' q \leq s + 1$.

We give a sketch of the proof of the theorem. Let $f$ and $f'$ be locally $\Omega$-conjugate and let $M^+$, $M^-$ and $M^+$, $M^-$ be conjugate pairs of homoclinic points. Evidently, $f^m(M^-) = M^+$ and $f^m(M^-) = M^+$ for some natural $m$. Suppose that $\theta > \theta'$. Consider the set of pairs of integers $(i, j)$ satisfying the inequality

$$(i + m)\theta - \tau_0 - \hat{S}_\gamma^{-(k+m)/2} > j + m$$

$$> (i + m)\theta' - \tau_0' - \hat{S}_\gamma^{-(k+m)/2}.$$  

According to conditions (4.3), (4.4), this inequality means that the pair $(i, j)$ is regular for the diffeomorphism $f$, but it is inadmissible for the diffeomorphism $f'$. Since $\theta > \theta'$, the set of pairs $(i, j)$ satisfying condition (5.1) is infinite.

Note that if a pair $(i, j)$ satisfies condition (5.1), then the pair $(j, i)$ is also regular for the diffeomorphism $f$ because here $j > i$ and the inequality

$$(i + m) < (j + m)\theta - \tau_0 - \hat{S}_\gamma^{-(k+m)/2}$$

obtained from inequality (4.3) by substitution $j$ instead of $i$ and $i$ instead of $j$ is automatically fulfilled (we take into account that $\theta > 1$ and $\theta' > 1$ since we consider the case $\lambda_\gamma < 1$).

For such $i$ and $j$ the intersection of the horseshoe $T_1(\sigma_1)$ with the strip $\sigma_1^i$ and the intersection of
the horseshoe \( T_1(\sigma_1^i) \) with the strip \( \sigma_0^0 \) are regular [Fig. 12(a)], and the code \( \{ ... i i j i j ... \} \) is regular. By Theorem 4.1 the diffeomorphism \( f \) has a double-round saddle periodic orbit which intersects successively the strips \( \sigma_0^0 \) and \( \sigma_0^1 \).

On the other hand, for the diffeomorphism \( f' \), the horseshoe \( T_1(\sigma_1^i) \) does not intersect the strip \( \sigma_0^0 \) [Fig. 12(b)], although \( i \) and \( j \) are the same as above. This follows from the fact that the pair \((i, j)\) is inadmissible by virtue of the right of inequalities (5.1). Therefore, \( f' \) does not have periodic orbits intersecting successively the strips \( \sigma_0^0 \) and \( \sigma_0^1 \). It is clear that the diffeomorphisms \( f \) and \( f' \) are not \( \Omega \)-conjugate in this case. Thus, for the \( \Omega \)-conjugacy it is necessary that \( \theta = \theta' \).

Let now \( \theta = \theta' \). Suppose \( \tau_0^0 > \tau_0 \). If \( \theta = \theta' \) is irrational, then inequality (5.1) again possesses infinitely many natural solutions for sufficiently large \( K \) and the diffeomorphisms \( f \) and \( f' \) are not \( \Omega \)-conjugate. Hence, for the \( \Omega \)-conjugacy of the diffeomorphisms, the equality \( \tau_0^0 = \tau_0 \) must hold in this case.

Let \( \theta \) be rational, \( \theta = p/q \). If, for some integer \( s_0 \), inequality \( \tau_0 q > s_0 > \tau_0^0 q \) holds then the integer points on the straight line

\[
j = \frac{p}{q} - \frac{s_0}{q}
\]

satisfy inequality (5.1) and the diffeomorphisms \( f \) and \( f' \) are not \( \Omega \)-conjugate again. Hence, for the \( \Omega \)-conjugacy of \( f \) and \( f' \) in this case, it is necessary that \( \tau_0 q, \tau_0^0 q \in [s, s + 1] \) for some integer \( s \), what completes the proof of the theorem.

6. Infinite Degenerations in Systems of the Third Class

We see that the cases of rational and irrational \( \theta \) are principally different. In the rational case almost all systems admit a complete description (Theorem 4.2) and all orbits of \( N \backslash \Gamma \) are saddle. In the irrational case, condition (necessary) (4.5) of an irregular intersection has a countable set of integer solutions for any \( K \). Correspondingly, here a countable number of strips and horseshoes may have irregular intersections that leads to a very nontrivial dynamics. Namely, the following result [Gonchenko et al., 1991, 1993] takes place:

**Theorem 6.1.** If \( H_3 \) is a bifurcational surface composed by diffeomorphisms of the third class, then systems with a countable number of saddle periodic orbits each of which has a homoclinic tangency are dense on \( H_3 \).

The values \( \theta \) calculated for these periodic orbits are \( \Omega \)-moduli, according to Theorem 6.1. These values are independent of each other. Therefore, we arrive at the following corollary [Gonchenko et al., 1991, 1993]:

**Theorem 6.2.** Systems with a countable number of \( \Omega \)-moduli are dense on \( H_3 \).

As we mentioned in the Introduction, when the value of an \( \Omega \)-modulus is changed, bifurcations of periodic, homoclinic, etc., orbits occur inevitably. The presence of an infinite number of independent \( \Omega \)-moduli may lead to infinitely degenerate bifurcations. Indeed, the following result [Gonchenko et al., 1991, 1993] takes place:

**Theorem 6.3.** Systems with homoclinic tangencies of any order and with structurally unstable periodic orbits of any degree of degeneracy are dense in \( H_3 \).

It should be noted that the degenerations indicated in this theorem may exist only for periodic and homoclinic orbits of extremely high roundnesses. In the present paper, we will not consider the questions connected with the finite degeneracies. Further, we will study bifurcations of low-round periodic orbits in the framework of...
7. Bifurcations of Single-Round Periodic Orbits

Note that for any system belonging to the bifurcational surface $H_3$ single-round periodic orbits are structurally stable. Here, for any $i$ sufficiently large, the horseshoe $T_1(\sigma^i_1)$ intersects its "own" strip $\sigma^0_i$ regularly [inequality (4.1) is evidently fulfilled for $j = i$ due to the condition $\theta > 1$]. Herein, the structure of the nonwandering set for the map $T_1T_0^i : \sigma^0_i \to \sigma^1_i$ is the same as for the famous Smale's horseshoe example.

However, when the system is perturbed such that the homoclinic tangency is destroyed, the single-round periodic orbits may undergo bifurcations. To study the bifurcations, we imbied the diffeomorphism $f$ into a one-parameter family $f_{\mu}$ where $\mu$ is the splitting parameter for the tangency. We assume that when $\mu < 0$, the parabola $T_1W^u_0$ intersects $W^s_0$ at two points; when $\mu = 0$, the parabola $T_1W^u_0$ is tangent to $W^s_0$ at one point, and when $\mu > 0$ there is no intersection (Fig. 13). The family $f_{\mu}$ is supposed to depend smoothly on $\mu$. The requirement of the general position is that the family $f_{\mu}$ is transverse to the bifurcational surface $H_3$ in the space of dynamical systems.

Clearly, the local and global maps $T_0$ and $T_1$ depend now on $\mu$. The map $T_0(\mu)$ can be represented in the form

$$\bar{x} = \lambda x + f(x, y, \mu)x^2y, \quad \bar{y} = \gamma y + g(x, y, \mu)xy^2,$$

(7.1)

and the global map $T_1(\mu)$ is represented in the form

$$\bar{x} - x^+ = ax + b(y - y^-) + \ldots,$$

$$\bar{y} = cx + d(y - y^-)^2 + \mu + \ldots.$$  

(7.2)

Below, we will denote the coordinates on $\Pi_0$ as $(x_0, y_0)$ and the coordinates on $\Pi_1$ as $(x_1, y_1)$. If $(x_0, y_0) \in \sigma^0_k$ and $(x_1, y_1) = T_1^k(x_0, y_0) \in \sigma^1_k$, the following formula takes place [we change slightly notations in comparison with (2.2)]:

$$x_1 = \lambda^k x_0 + |\lambda|^k |\gamma|^{-k} \phi_k(x_0, y_k, \mu),$$

$$y_0 = \gamma^{-k} y_1 + |\gamma|^{-2k} \phi_k(x_0, y_k, \mu).$$

(7.3)

It is clear that if the bottom of the parabola $T_1W^u_0$ descends sufficiently low (large and negative $\mu$), then each horseshoe intersects each strip. In this case, the set $N_\mu$ is a hyperbolic set similar to the invariant set in the Smale horseshoe. However, if $\mu$ is sufficiently large and positive, then the horseshoes and the strips do not intersect at all, and all of the orbits except $O$ will escape from $U$.

The main question is what happens when the parameter $\mu$ varies from the negative to the positive values. First of all, it is necessary to study the structure of the bifurcation set corresponding to one strip, that is, to study the bifurcations in the family of the first return maps $T_k(\mu) \equiv T_1T_0^k : \sigma^0_k \to \sigma^1_k$.

The following result (see Tedeschi-Lalli & Yorke

![Fig. 13. The behavior of $W^*(O)$ for one-parametric family $f_\mu$ where $\mu$ is the splitting parameter. When $\mu < 0$, the parabola $T_1W^*_0$ intersects $W^s_0$ at two points; when $\mu = 0$, the parabola $T_1W^*_0$ is tangent to $W^s_0$ at one point, and when $\mu > 0$ there is no intersection.](image-url)
Lemma 7.1. By means of a transformation of the coordinates and the parameter, the map $T_k(\mu)$ can be brought to the form
\[
\begin{align*}
\bar{x} &= y + \varepsilon_{1k}(x, y, \mu), \\
\bar{y} &= M - y^2 + \varepsilon_{2k}(x, y, \mu),
\end{align*}
\] (7.4)
where
\[
\varepsilon_{ik}(x, y, \mu) = O(\lambda^k \gamma^k + \gamma^{-k}).
\] (7.5)
Here the rescaled splitting parameter $M = -d \gamma^{2k}(\mu - \gamma^{-k} y^- + \ldots)$ may take arbitrary finite values for sufficiently large $k$.

Proof. It is convenient to use the so-called Shil'nikov variables as the coordinates for points on $\sigma^0_k$. In our case this is a pair $(x_0, y_1)$. We can use the coordinate $y_1$ instead of $y_0$ because the value $y_0$ is determined uniquely by formula (7.3) as a function of $(x_0, y_1)$ for a fixed $k$. By virtue of Eqs. (7.3), (7.2), the map $T_k(\mu)$ is written in the form
\[
\begin{align*}
x_0 - x^+ &= a \lambda^k x_0 (1 + \ldots) \\
&+ b(y_1 - y^-) + \ldots, \\
\gamma^{-k} y_1 (1 + \gamma^{-k} \eta_k(x_0, y_1)) &= \mu + c \lambda^k x_0 (1 + \ldots) \\
&+ d(y_1 - y^-)^2 + \ldots
\end{align*}
\] (7.6)
With the shift of the origin: $y_1 \to y + y^-$, $x_0 \to x + x^+$, we write the map $T_k(\mu)$ in the form
\[
\begin{align*}
\bar{x} &= b y + O(\lambda^k) + O(y^2), \\
\gamma^{-k} \bar{y} + \gamma^{-2k} O(\bar{y}) &= M_1 + d y^2 \\
&+ \lambda^k O(|x| + |y|) + O(y^3),
\end{align*}
\] (7.7)
where
\[
M_1 = \mu + c \lambda^k x^+ - \gamma^{-k} y^- + \ldots.
\] (7.8)
Now, rescaling the variables
\[
x \to - \frac{b}{d} \gamma^{-k} x, \quad y \to - \frac{1}{d} \gamma^{-k} y
\]
brings Eqs. (7.7) to form (7.4) where $M = -d \gamma^{2k} M_1$. This completes the proof of the lemma. 

Map (7.4) is close to the one-dimensional parabola map
\[
\bar{y} = M - y^2
\] (7.9)
whose bifurcations have been well studied, so that it is possible to recover the bifurcation picture for the initial map $T_k$. For the parabola map, the bifurcation set is contained in the interval $[-\frac{1}{4}, 2]$ of values of $M$: at $M = -\frac{1}{4}$ there appears a fixed point with the multiplier equal to +1, this fixed point is attractive at $M \in (-\frac{1}{4}, \frac{3}{4})$ and it undergoes a period-doubling bifurcation at $M = \frac{3}{4}$; the cascade of period-doubling bifurcations lead to chaotic dynamics which alternates with stability windows and the bifurcations stop at $M = 2$ when the restriction of the map onto the nonwandering set becomes conjugate to the Bernoulli shift of two symbols and the map no longer bifurcates as $M$ increases.

By Lemma 7.1, similar bifurcations take place for the map $T_k$. The map has an attractive fixed point $O_k$ at $\mu \in (\mu_k^{+1}, \mu_k^{-1})$ which arises at the saddle-node bifurcation at $\mu = \mu_k^{+1}$ and loses stability at $\mu = \mu_k^{-1}$ at the period-doubling bifurcation. Here,
\[
\mu_k^{+1} = \gamma^{-k} y^- - c \lambda^k x^+ \pm \frac{1}{4d} \gamma^{-2k} + \ldots,
\]
\[
\mu_k^{-1} = \gamma^{-k} y^- - c \lambda^k x^+ - \frac{3}{4d} \gamma^{-2k} + \ldots.
\]
The bifurcation set of the map $T_k$ is contained in the interval $[\mu_k^{+1}, \mu_k^{-1}]$ where
\[
\mu_k^{hs} = \gamma^{-k} y^- - c \lambda^k x^+ - \frac{2}{d} \gamma^{-2k} + \ldots.
\]

Fig. 14. The last homoclinic tangency of the manifolds of the fixed point of $T_k$ at $\mu = \mu_k^{hs}$. An invariant set similar to those of the Smale's horseshoe example arises after this bifurcation.
At $\mu = \mu^h_k$ the fixed point of $T_k$ has the last homoclinic tangency (Fig. 14) and an invariant set similar to those of the Smale's horseshoe example arises after this bifurcation. Note that these bifurcational intervals do not intersect each other for different $k$.

8. Bifurcations of Double-Round Periodic Orbits

The study of double-round periodic orbits is reduced to the study of the fixed points of the second return maps $T_{ij} = T_1 T_0 T_1$: $\Pi_0 \rightarrow \Pi_0$ which, by virtue of Eqs. (7.3), (7.2) are represented in the form

$$\begin{align*}
\bar{x}_0 - x^+ &= a\lambda^j x_0 + b(y_1 - y^-) + \ldots, \\
\gamma^{-i} \bar{y}_1 (1 + \ldots) &= c\lambda^j x_0 + d(y_1 - y^-)^2 + \mu + \ldots, \\
\bar{x}_0 - x^- &= a\lambda^i x_0 + b(\bar{y}_1 - y^-) + \ldots, \\
\gamma^{-j} \bar{y}_1 (1 + \ldots) &= c\lambda^i x_0 + d(\bar{y}_1 - y^-)^2 + \mu + \ldots, \\
&= (8.1)
\end{align*}$$

where $(x_0, y_1)$ and $(\bar{x}_0, \bar{y}_1)$ are the coordinates on the strip $\sigma^0_i$ for an initial point and its image by the map $T_{ij}$, respectively, and $(x_0, y_1)$ are the coordinates for the intermediate point $T_1 T_0^j (x_0, y_1)$ on the strip $\sigma^0_j$.

The map $T_{ij}$ is a composition of the successively acting maps $T_j \equiv T_1 T_0^j$ and $T_i \equiv T_1 T_0^i$ which are defined, respectively, on the strips $\sigma^0_j$ and $\sigma^0_i$. The map $T_i$ transforms the strip $\sigma^0_i$ into the horseshoe $T_1 \sigma^1_i$, and the map $T_j$ transforms the strip $\sigma^0_j$ into the horseshoe $T_1 \sigma^1_j$.

8.1. Bifurcations on $H_3$

Let us consider here the case $\mu = 0$. Different cases of the reciprocal position of the strips and horseshoes $\sigma^0_i$, $\sigma^0_j$, $T_1 \sigma^1_i$, $T_1 \sigma^1_j$ are shown in Figs. 15(a)–15(c). We assume here $j > i$ (we do not consider the case $i = j$). The horseshoe $T_1 \sigma^1_j$ intersects both strips $\sigma^0_i$ and $\sigma^0_j$ regularly, and the horseshoe $T_1 \sigma^1_i$ intersects regularly the strip $\sigma^0_i$. For the intersection of $T_1 \sigma^1_i \cap \sigma^0_j$ different possibilities may take place: $T_1 \sigma^1_i \cap \sigma^0_j = \emptyset$ in the case of Fig. 15(a); the intersection of $T_1 \sigma^1_i$ with $\sigma^0_j$ is regular in the case of Fig. 15(b) and irregular in the case of Fig. 15(c).

The conditions of the regular, irregular, and empty intersection of the corresponding strips and horseshoes are written by the use of inequalities (4.1)–(4.2). Note that since we are interested now in the bifurcations of the double-round periodic orbits which do not intersect $\Pi_0$ above the strip $\sigma^0_i$, we may assume $i = k$ in these inequalities.

If $T_1 \sigma^1_i \cap \sigma^0_j = \emptyset$, then the map $T_{ij}$ has no fixed points. In this case $i$ and $j$ satisfy the inequality

$$j - i\theta + \tau > S \gamma^{-i/2}. \quad (8.2)$$

On the other hand, if $i$ and $j$ satisfy the inequality

$$j - i\theta + \tau < -S \gamma^{-i/2}, \quad (8.3)$$

the intersection of $T_1 \sigma^1_i$ with $\sigma^0_j$ is regular, and the map $T_{ij}$ has saddle fixed points: there are exactly

---

**Fig. 15.** The various cases of the reciprocal position of the strips and horseshoes $\sigma^0_i$, $\sigma^0_j$, $T_1 \sigma^1_i$, $T_1 \sigma^1_j$ are shown for the case $\mu = 0$. 
four such points; two of them have positive multipliers, and two have negative multipliers.\footnote{Moreover, Theorem 4.1 implies that the nonwandering set of the map $T_{ij}$ is nontrivial in this case and has a hyperbolic structure.}

It is clear that if one changes the system on $H_3$ so as to come from the situation of Fig. 15(a) to the situation of Fig. 15(b), then bifurcations connected with the appearance of fixed points of $T_{ij}$ (double-round periodic orbits $f$) will occur on the way.

To follow these bifurcations it is convenient to consider one-parameter families of systems on $H_3$ where the invariant $\theta$ is the control parameter (note that when proving Theorem 5.1, which establishes that $\theta$ is an $\Omega$-modulus for the systems on $H_3$, we just used the fact that the variation of $\theta$ is connected with the changes in the structure of intersections of the strip and horseshoes).

Let $f_\theta$ be such a family. Let $i$ and $j$ be sufficiently large fixed integers. By virtue of (8.2), if

$$\theta < \theta_1 \equiv \frac{j}{i} + \frac{1}{i} \tau - \frac{1}{i} S \gamma^{-i/2}, \quad (8.4)$$

then $T_1 \sigma_i^1 \cap \sigma_j^0 = \emptyset$ and the map $T_{ij}$ does not have fixed points. When $\theta$ increases, the bottom of the horseshoe $T_1 \sigma_i^1$ moves down, and for the values of $\theta$ such that

$$\theta > \theta_2 \equiv \frac{j}{i} + \frac{1}{i} \tau + \frac{1}{i} S \gamma^{-i/2}, \quad (8.5)$$

the intersection of $T_1 \sigma_i^1$ with $\sigma_j^0$ will be regular and the map $T_{ij}$ will have four saddle fixed points.

We, therefore, get that all bifurcations of the double-round periodic orbits which intersect the strips $\sigma_i^0$ and $\sigma_j^0$ occur for the values of $\theta$ belonging to the interval

$$\frac{j}{i} + \frac{1}{i} \tau - \frac{1}{i} S \gamma^{-i/2} \equiv \theta_1 \leq \theta \leq \theta_2$$

$$\equiv \frac{j}{i} + \frac{1}{i} \tau + \frac{1}{i} S \gamma^{-i/2}. \quad (8.6)$$

To clarify how the bifurcations go, we give a more detailed geometric construction (see Fig. 16). The horseshoe $T_1 \sigma_i^1$ intersects the strip $\sigma_j^0$ in two connected components which are denoted as $\Delta_1^{ij}$ and $\Delta_2^{ij}$. The preimages of these components with respect to the map $T_j$ are the two "substrips" $\Delta_1^{ij}$ and $\Delta_2^{ij}$ lying on $\sigma_j^0$ (so, $T_j(\Delta_1^{ij}) = \Delta_1^{ij}$, $\alpha = 1, 2$). The image of the strip $\Delta_1^{ij}$ under the map $T_{ij}$ is the narrow horseshoe $T_{ij}(\Delta_1^{ij})$ belonging to $T_1 \sigma_i^1$.

The dynamics of the map $T_{ij} : \sigma_j^0 \rightarrow \sigma_j^0$ is determined by how it acts in restriction onto the substrips $\Delta_1^{ij}$ and $\Delta_2^{ij}$. Particularly, the fixed points of $T_{ij}$ are divided into two groups: the first are the fixed points of the map $T_{ij}$; the second are the fixed points of the map $T_{ij} = T_{ij} |_{\Delta_1^{ij}}$, and the second are the fixed points of the map $T_{ij} = T_{ij} |_{\Delta_2^{ij}}$.

The image of the strip $\Delta_1^{ij}$ under the map $T_{ij}$ is a thin horseshoe $T_{ij}(\Delta_1^{ij})$ lying in $T_1 \sigma_i^1$.

It can be shown (see [Gonchenko & Shil'nikov 1987]) that exactly two bifurcations take place in each group when $\theta$ varies; namely, a pair of saddle and stable fixed points of $T_{ij}^{(x)}$ appears at $\theta_{ij}^{\alpha+}$ through the saddle-node bifurcation corresponding to the presence of a multiplier equal to $"+1"$, and the stable fixed point loses its stability at $\theta_{ij}^{\alpha-}$ through the period-doubling bifurcation corresponding to the presence of a multiplier equal to

$$\begin{align*}
\Delta_1^{ij} & \quad \text{lying on } \sigma_j^0 \quad \text{(so, } T_j(\Delta_1^{ij}) = \Delta_1^{ij}, \alpha = 1, 2) \\
\Delta_2^{ij} & \quad \text{lying on } \sigma_j^0 \\
\end{align*}$$

The image of the strip $\Delta_1^{ij}$ with respect to the map $T_{ij}$ is a thin horseshoe $T_{ij}(\Delta_1^{ij})$ lying in $T_1 \sigma_i^1$.

The dynamics of the map $T_{ij} : \sigma_j^0 \rightarrow \sigma_j^0$ is determined by how it acts in restriction onto the substrips $\Delta_1^{ij}$ and $\Delta_2^{ij}$. Particularly, the fixed points of $T_{ij}$ are divided into two groups: the first are the fixed points of the map $T_{ij}$; the second are the fixed points of the map $T_{ij} = T_{ij} |_{\Delta_1^{ij}}$, and the second are the fixed points of the map $T_{ij} = T_{ij} |_{\Delta_2^{ij}}$.

Since the regions $\Delta_1^{ij}$ and $\Delta_2^{ij}$ do not intersect for all $\theta$, the fixed points of each of the maps bifurcate independently.

It can be shown (see [Gonchenko & Shil'nikov 1987]) that exactly two bifurcations take place in each group when $\theta$ varies; namely, a pair of saddle and stable fixed points of $T_{ij}^{(x)}$ appears at $\theta_{ij}^{\alpha+}$ through the saddle-node bifurcation corresponding to the presence of a multiplier equal to $"+1"$, and the stable fixed point loses its stability at $\theta_{ij}^{\alpha-}$ through the period-doubling bifurcation corresponding to the presence of a multiplier equal to

$$\begin{align*}
\Delta_1^{ij} & \quad \text{lying on } \sigma_j^0 \quad \text{(so, } T_j(\Delta_1^{ij}) = \Delta_1^{ij}, \alpha = 1, 2) \\
\Delta_2^{ij} & \quad \text{lying on } \sigma_j^0 \\
\end{align*}$$

The image of the strip $\Delta_1^{ij}$ with respect to the map $T_{ij}$ is a thin horseshoe $T_{ij}(\Delta_1^{ij})$ lying in $T_1 \sigma_i^1$.
"-1". The following asymptotics takes place:
\[
\theta_{ij}^\alpha = \frac{j}{i} + \tau + (-1)^\alpha \frac{1}{1 + y^{-/x^+}} \sqrt{y^{-/d}} \gamma^{-i/2} + \ldots,
\]
where \(\alpha = 1\) is assumed to correspond to the upper of the substrips \(\Delta_{ij}\) and \(\alpha = 2\) to the lower one (Fig. 16). Note that the asymptotics for the moments corresponding to the "+1" and "-1" bifurcations coincide in the main order. Nevertheless, the intervals
\[
\delta_{ij\alpha} = (\theta_{ij}^{\alpha+}, \theta_{ij}^{\alpha-})
\]
are, evidently, nonempty and they correspond to the presence of a stable double-round periodic orbit.

8.2. Systems on \(H_3\) with infinitely many stable periodic orbits

Since \(\sigma = |\lambda \gamma| < 1\), it follows that the Jacobian of the map \(T_{ij}\) equal to \((bc)^2(\lambda \gamma)^{i+j}(1 + \ldots)\) is less than unity if \(i\) and \(j\) are sufficiently large. Thus, the saddle-node bifurcations of double-round periodic orbits indeed lead to the appearance of the stable periodic orbits.

The following assertion was established in Gonchenko & Shilnikov [1986, 1987]:

Let \(f_\theta\) be a one-parameter family of systems on \(H_3\). Then, in the interval \(\theta > 1\), the values \(\theta^*\) are dense such that the diffeomorphism \(f_\theta\) possesses infinitely many stable double-round periodic orbits.

This result follows from the fact that the stability regions \(\delta_{ij\alpha}\) may intersect for different \((i, j)\). Indeed, as it follows from (8.7), the map \(T_{ij}^\alpha\) has a stable fixed point if
\[

\nu_{ij}^1 < j - \theta i + \tau - \nu_0 \gamma^{-i/2} < \nu_{ij}^2, \quad (8.8)
\]
where \(\nu_{ij}^1 < \nu_{ij}^2, \nu_{ij}^{1,2} = O(\gamma^{-i/2})\) and \(\nu_0\) does not depend on \(i\) and \(j\).

In order for an infinite number of stable double-round periodic orbits to exist for the diffeomorphism \(f_\theta\), it is necessary and sufficient that inequality (8.8) would have infinitely many integer solutions \((i, j)\). The standard fact from the number theory is that for any functions \(\nu_{ij}^{1,2}\) tending to zero as \(i, j \to +\infty\), such inequality do have infinitely many integer solutions for a dense set of values of \(\theta\).

Note that inequality (8.8) is satisfied only if the invariants \(\theta\) and \(\tau\) admit "exponentially well" non-homogeneous approximations by rational fractions.

8.3. Bifurcations in the case \(\mu \neq 0\)

Let us now consider bifurcations of double-round periodic orbits for the diffeomorphisms which are close to \(f\) and which may now not lie on \(H_3\).

First, consider a one-parameter family \(f_\mu\). Recall that the absolute value of the splitting parameter \(\mu\) is exactly the distance between the bottom of the parabola \(T_{ij}(W_{loc}^u)\) and the manifold \(W_{loc}^s\). The sign of \(\mu\) corresponds to that where the bottom of the parabola lies: above or below \(W_{loc}^s\). If \(\mu > 0\), the diffeomorphism \(f_\mu\) does not have single-round homoclinic orbits close to \(\Gamma\), and when \(\mu < 0\) the diffeomorphism has two such orbits.

When \(\mu\) increases, the bottom of the parabola \(T_{ij}(W_{loc}^u)\) will move up, and when \(\mu\) decreases, it will move down. Accordingly, the bottoms of all horseshoes will move up and down. It follows from Eqs. (7.1), (7.2) that the bottom of the horseshoe \(T_{ij}^1\) lies on a distance of the order
\[
\mu + c\lambda^i x^+ \quad (8.9)
\]
from the manifold \(W_{loc}^s\). Recall also that the strip \(\sigma_{ij}^2\) lies on a distance of the order
\[
\gamma^{-j} y^- \quad (8.10)
\]
from the manifold \(W_{loc}^s\).

Take some \(i\) and \(j\) such that, for \(\mu = 0\), the horseshoe \(T_{ij}^1\) does not intersect the strip \(\sigma_{ij}^0\) [Fig. 15(a)]. Evidently, there is infinitely many such pairs \((i, j)\). Since, for \(\mu = 0\), the horseshoe \(T_{ij}^1\) lies above the strip \(\sigma_{ij}^0\) (i.e., \(c\lambda^i x^+ > \gamma^{-j} y^-\)), we have by virtue of (8.9), (8.10), that it lies above this strip for all positive \(\mu\). Therefore, for the given \(i\) and \(j\), the map \(T_{ij}\) does not undergo bifurcations for positive \(\mu\). However, when \(\mu\) is negative, the horseshoe \(T_{ij}^1\) may have a nonempty intersection with the strip \(\sigma_{ij}^0\) (this intersection will be nonempty and regular for sufficiently large negative \(\mu\)). Thus, it is clear that there exists \(\mu = \mu_{ij}^* < 0\) for which the map \(T_{ij}\) has a structurally unstable fixed point. Evidently, \(\mu_{ij}^* \to 0\) as \(i, j \to \infty\).

Take another pair of \(i\) and \(j\) such that, for \(\mu = 0\), the horseshoe \(T_{ij}^1\) has a regular intersection with the strip \(\sigma_{ij}^0\); the set of such pairs is also infinite. Note that, for the given \(i\) and \(j\), the horseshoe \(T_{ij}^1\) has a regular intersection with the strip
for all negative $\mu$. Therefore, in this case, the map $T_{ij}$ does not undergo bifurcations for negative $\mu$. On the other hand, if $\mu$ is positive, the horseshoe $T_1\sigma^1_j$ may have empty intersection with the strip $\sigma^0_j$ [if $\mu + c\lambda^j x^+ > \gamma^{-j} y^-$; see (8.9), (8.10)]. It is clear, therefore, that there exists $\mu = \mu_{ij} > 0$ for which the map $T_{ij}$ has a structurally unstable fixed point. Note also that $\mu_{ij} \to 0$ as $i, j \to \infty$.

We arrive at the following statement [Gavrilov & Shil'nikov, 1973]:

There exists an infinite number of values of $\mu$ accumulating at $\mu = 0$ from both sides which correspond to the presence of the structurally unstable double-round periodic orbits.

If, similar to the case $\mu = 0$, one considers the substrips $\Delta^1_{ij}(\mu), \Delta^2_{ij}(\mu)$ and the corresponding horseshoes $T_{ij}(\mu)\Delta^1_{ij}$ and $T_{ij}(\mu)\Delta^2_{ij}$, then repeating the arguments of Gonchenko & Shil'nikov [1987], one can show that the following asymptotics take place for the bifurcational values of $\mu$:

$$
\mu^{\alpha}_{ij} = \gamma^{-j} y^- - c\lambda^j x^+ + (-1)^{\alpha} \gamma^{-i/2} \lambda^{\alpha} \left( 1 - \frac{by^-}{x^+} \right)(1+\ldots), \quad \alpha = 1, 2. \quad (8.11)
$$

Here, $\alpha = 1$ corresponds to the bifurcations of the fixed points of the map $T_{ij}(\mu)|\Delta^1_{ij}$, and $\alpha = 2$ corresponds to the bifurcations of the fixed points of the map $T_{ij}(\mu)|\Delta^2_{ij}$. The signs $\pm$ in the left-hand side of formula (8.11) denote the bifurcation moments corresponding to the multiplier equal to "+1" or to "-1", respectively.

Note that these bifurcation moments differ on a small value of order $o(\gamma^{-i/2})$. In spite that the intervals $\delta_{ij} = (\mu^{\alpha-}_{ij}, \mu^{\alpha+}_{ij})$ of existence of a stable double-round periodic orbit are extremely small, they, nevertheless, may intersect each other (which is not the case for the analogous intervals corresponding to single-round orbits; see above), and even an infinite number of these intervals may intersect. We have already seen this in the previous subsection, when proved that the value $\mu = 0$ belongs to the intersection of infinitely many regions of existence and stability of double-round periodic orbits if $\theta$ and $\tau$ admits exponentially well nonhomogeneous approximations by rational fractions.

The structure of these intersections can not be studied in a one-parameter family $f_\mu$, because it depends essentially on, for instance, the values of $\theta$ and $\tau$. Indeed, as we have shown, the structure of the set of the values of $\mu$ corresponding to the bifurcations of double-round periodic orbits of $f_\mu$ depends essentially on the reciprocal position of the strips and horseshoes for the diffeomorphism $f_0$.

The latter is mainly determined by the values of $\theta$ and $\tau$. If, for instance, $\theta > \theta'$, then there would exist infinitely many pairs $(i, j)$ such that, for the diffeomorphism $f_0$, the horseshoe $T_1\sigma^1_j$ have regular intersection with the strip $\sigma^0_j$, and the horseshoe $T_1\sigma^1_j$ has no intersection with the strip $\sigma^0_j$ for the diffeomorphism $f'_0$ (see Theorem 5.1). Therefore, for the family $f_\mu$, bifurcations of the double-round periodic orbits corresponding to the given values of $i$ and $j$ would happen at positive $\mu$ and, for the family $f'_\mu$, they would happen at negative $\mu$. In other words, an arbitrary variation of $\theta$ changes the order of "double-round" bifurcations in the family $f_\mu$.

In fact, using the machinery of "infinite degenerations" from Gonchenko et al. [1993], one can show that, by an arbitrary small perturbation of the family $f_\mu$ in the space of one-parameter families of dynamical systems, a family can be obtained for which values of $\mu$ accumulate at $\mu = 0$, corresponding to infinitely many coexisting structurally unstable double-round periodic orbits.

This implies that no finite number of control parameters is sufficient to obtain a stable picture of the bifurcation set corresponding to all double-round periodic orbits. At the same time, we have seen that if we restrict ourselves to the study of the bifurcations of one double-round periodic orbit corresponding to an arbitrary code $\{i, j\}$, the one-parameter bifurcation analysis is quite satisfactory: there is a value of $\mu$ corresponding to the saddle-node bifurcation and a value of $\mu$ corresponding to the period-doubling bifurcation and no other bifurcation values.

9. Bifurcations of Triple-Round Periodic Orbits

9.1. Bifurcations on $H_3$

In this section, we consider the bifurcations of triple-round periodic orbits. In particular, we show that, in distinction with the single- and double-round periodic orbits, structurally unstable triple-round periodic orbits can have additional degenerations; namely, the first Lyapunov value may vanish. This means that cusp-bifurcations take place here.
This fact was established by Shil'nikov & Sten'kin [1995] in the study of two-parameter families of systems on $H_3$ for which the $\Omega$-moduli $\theta$ and $\tau$ are taken as the control parameters.

Let $f_{\theta,\tau}$ be a two-parameter family in $H_3$. Then, the following result holds.

**Theorem 9.1.** The values of $(\theta, \tau)$ for which the system has a structurally unstable triple-round periodic orbit with one multiplier equal to unity and with the first Lyapunov value equal to zero are dense in the region $\tilde{L} = \{ (\theta, \tau) : \theta > 1 \}$ on the parameter plane.\(^6\)

**Proof.** The study of triple-round periodic orbits is reduced to the study of the fixed points of the third-return maps $T_{ijk} \equiv T_1T_2T_0T_1$, $\sigma^0 \to \sigma^0$. We will suppose $i < j < k$ (this condition can be shown to be necessary for the existence of the cusp-bifurcation).

The analysis carried out in Shil'nikov & Sten'kin [1995] shows that the additional degeneration may take place only for the following structure of the intersections of the corresponding horseshoes and strips (Fig. 17): the horseshoe $T_1\sigma^1_i$ intersects the strip $\sigma^1_j$ regularly and intersects the strip $\sigma^0_j$ irregularly, the horseshoe $T_1\sigma^1_j$ intersects the strips $\sigma^0_i$, $\sigma^0_j$ regularly and the strip $\sigma^0_k$ is intersected irregularly, and the horseshoe $T_1\sigma^1_k$ intersects all the strips regularly.

The study of triple-round periodic orbits is obviously reduced to the study of a system of equations connected to the coordinates $(x_0, y_0)$ and $(x_1, y_1)$ of the points of intersection of the orbit with the neighborhoods $\Pi_0$ and $\Pi_1$, respectively. We do not write down the system here. Note that the system is easily resolved with respect to all coordinates except for the coordinates $y_1$. If $\{ijk\}$ is the code of the periodic orbit under consideration, then the system takes the form [Shil'nikov & Sten'kin, 1995]

\[
\begin{align*}
\gamma^{-j}\eta &= d\xi^2 + (cx^+\lambda^i - \gamma^{-j}y^-) + bc\lambda^i\zeta + \ldots, \\
\gamma^{-k}\zeta &= d\eta^2 + (cx^+\lambda^j - \gamma^{-k}y^-) + bc\lambda^j\zeta + \ldots, \\
\gamma^{-i}\eta &= d\zeta^2 + (cx^+\lambda^k - \gamma^{-i}y^-) + bc\lambda^k\eta + \ldots, \\
\end{align*}
\]

(9.1)

where we denote the value $y_1 - y^-$ as $\xi$ for the point of intersection of the orbit with the strip $\sigma^1_i$, as $\eta$ for the point of intersection with the strip $\sigma^1_j$, and as $\zeta$ for the point of intersection with the strip $\sigma^1_k$. The degenerate periodic orbits (i.e., having one multiplier equal to unity) correspond to the degenerate solutions of system (9.1).

Since $i < k$ and $\lambda \gamma < 1$, the last equation of system (9.1) is resolved with respect to $\zeta$:

\[
\zeta = \pm \sqrt{\frac{y^2}{d} \gamma^{-i/2}(1 + \ldots).} \\
(9.2)
\]

The substitution of expression (9.2) in the first and second equations of system (9.1) and a shift of coordinates $\xi$ and $\eta$ on some small constants bring the system to the form

\[
\begin{align*}
\gamma^{-j}\eta &= d\xi^2 + (cx^+\lambda^i - \gamma^{-j}y^-) + \ldots, \\
-bc\lambda^i\xi &= d\eta^2 + (cx^+\lambda^j - \gamma^{-k}y^-) + \ldots.
\end{align*}
\]

(9.3)

Thus, the question about the degenerate triple-round periodic orbits is reduced to the question about the degenerate solutions of the system (9.3) corresponding to large $i$, $j$, $k$ and to small $\xi$ and $\eta$.\(^6\)

---

\(^6\)Note that the second Lyapunov value does not equal to zero here, so these points are the cusp-points from which a pair of curves corresponding to saddle-node bifurcations go.
Let us show that the system has a triple solution. Make the following rescaling of the variables:

\[ \xi = \epsilon_1 \cdot u, \eta = \epsilon_2 \cdot v, \]

where

\[ \epsilon_1 = -(bc)^{1/3}/ d \cdot \lambda^{1/3} \cdot \gamma^{-2j/3}, \]
\[ \epsilon_2 = (bc)^{2/3}/ d \cdot \lambda^{2j/3} \cdot \gamma^{-j/3}. \]

Dividing the first and second equations of (9.3) on \( d \cdot \alpha^2 \) and \( d \cdot \beta^2 \), respectively, we arrive at the following system:

\[
\begin{align*}
\{ u^2 &= v + A + \delta_1(u, v) \\
v^2 &= u + B + \delta_2(u, v),
\end{align*}
\]

(9.4)

where \( \delta_1, \delta_2 \to 0 \) as \( i, j, k \to +\infty \) and the quantities \( A \) and \( B \) are as follows:

\[
A = \frac{d}{(bc)^{2/3} \lambda^{-2j/3}\gamma^{2j/3}} [y^{-\gamma^{-j}} - cx^+\lambda^i + \ldots],
\]
\[
B = \frac{d}{(bc)^{4/3} \lambda^{-4j/3}\gamma^{2j/3}} [y^{-\gamma^{-k}} - cx^+\lambda^j + \ldots].
\]

(9.5)

Evidently, \( A \) and \( B \) may take arbitrary finite values if \( i \) and \( j \) are sufficiently large.

It is easy to see that the triple solution of system (9.4) exists when \( A \approx 3/4, B \approx 3/4 \). The geometric illustration of this fact is represented in Fig. 18.

We obtained a necessary and sufficient condition for existence of triple solution of system (9.1). This condition can be rewritten as

\[
\begin{align*}
y^{-\gamma^{-j}} - cx^+\lambda^i + \ldots &= 0, \\
y^{-\gamma^{-k}} - cx^+\lambda^j + \ldots &= 0.
\end{align*}
\]

(9.6)

Taking the logarithm of the both parts of each of the equations of the system obtained we arrive at the equivalent system:

\[
\begin{align*}
j &= \theta i - \tau + \ldots, \\
k &= \theta j - \tau + \ldots.
\end{align*}
\]

(9.7)

This system can be shown to have arbitrarily large integer solutions for a dense set of values of the parameters \( (\theta, \tau) \). So we can conclude that there exists a dense set \( L^* \) on the parameter plane such that for any pair \( (\theta^*, \tau^*) \in L^* \) there exists a triple solution of system (9.1) for some \( i, j, k \). This means that the dynamical system has an associated structurally-unstable triple-round periodic orbit arising as the result of the coalescence of three periodic orbits. Such orbit has a multiplier equal to unity and the first Lyapunov value is equal to zero. The theorem is proved.

Let us now construct the bifurcational curves, starting at the cusp points, which correspond to saddle-node triple-round periodic orbits. Let \( \alpha = A - 3/4 \) and \( \beta = B - 3/4 \). System (9.4) takes the form

\[
\begin{align*}
u^2 &= v + 3/4 + \alpha + \ldots, \\
v^2 &= u + 3/4 + \beta + \ldots.
\end{align*}
\]

(9.8)

On the plane \( (\alpha, \beta) \), the bifurcational curves corresponding to the degenerate solutions of system (9.8) have the following form (see Fig. 19):

\[
\begin{align*}
\alpha &= -3/4 + 1/(16t^2) - t + \ldots, \\
\beta &= -3/4 + t^2 - 1/(4t) + \ldots.
\end{align*}
\]

(9.9)

where \( t \) is some parameter; a triple solution exists when \( t = -1/2 \).

Since

\[
\begin{align*}
3/4 + \alpha &= \frac{d}{(bc)^{2/3} \lambda^{-2j/3}\gamma^{2j/3}}[y^{-\gamma^{-j}} - cx^+\lambda^i + \ldots], \\
3/4 + \beta &= \frac{d}{(bc)^{4/3} \lambda^{-4j/3}\gamma^{2j/3}}[y^{-\gamma^{-k}} - cx^+\lambda^j + \ldots],
\end{align*}
\]

(9.10)

[see (9.5)] and since \( \lambda = \gamma^{-\theta}, \gamma^\tau = cx^+/y^- \), we can write the following formula connecting the values of
Fig. 19. The cusp-point on the plane $(\alpha, \beta)$.

$(\alpha, \beta)$ with the values of $(\theta, \tau)$:

\[
\frac{3}{4} + \alpha = \frac{d}{(bc)^{2/3}} \gamma^{2/3(\theta+2)} \{y^{-\gamma^{-j}} - y^{-\gamma^j - \theta^i} + \ldots\},
\]

\[
\frac{3}{4} + \beta = \frac{d}{(bc)^{4/3}} \gamma^{4/3(\theta+1/2)} \{y^{-\gamma^{-k}} - y^{-\gamma^j - \theta^j} + \ldots\}.
\]

(9.11)

This formula allows one to map the curves (9.9) onto the $(\theta, \tau)$-plane (see Fig. 20).

9.2. Cusp-bifurcations in two-parameter families $f_{\mu, \theta}$

For a two-parameter family $f_{\mu, \theta}$ the condition of existence of a triple-degenerate triple-round periodic orbit is written in the form

\[
j = \theta i - \tau + \ldots,
\]

\[
y^{-\gamma^{-k}} - cx^+ \lambda^j + \mu + \ldots = 0,
\]

(9.12)

which is analogous to condition (9.7) obtained for $\mu = 0$. One can see that in an arbitrarily small neighborhood of any point $(\theta, \mu = 0)$ there exists a point $(\theta^*, \mu^*)$ for which system (9.12) has an integer solution. This implies that the following theorem holds.

Theorem 9.2. In an arbitrarily small neighborhood of any point $(\theta, \mu = 0)$ there exists a point $(\theta^*, \mu^*)$ for which the map $f_{\theta^*, \mu^*}$ has a triply-degenerate triple-round periodic orbit.

Note that $\mu^*$ can be of arbitrary sign: $\mu^* < 0$ when $k > \theta j - \tau$, and $\mu^* > 0$ when $k < \theta j - \tau$. The corresponding bifurcation diagram is represented in Fig. 21.

Fig. 20. A fragment of the bifurcation diagram on the plane $(\theta, \tau)$.

Fig. 21. A fragment of the bifurcation diagram on the plane $(\theta, \mu)$.
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