On a pair of interacting bubbles in planar Stokes flow
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This paper presents a combined numerical and analytical investigation into various problems involving two symmetric interacting constant-pressure bubbles evolving in two-dimensional Stokes flow. The bubbles have constant surface tension on their boundaries and are taken to be in an ambient straining flow. First, a novel numerical method based on conformal mappings is presented to compute the free-surface evolution. Then, a special class of time-evolving exact solutions to the problem is derived and used to check the numerical code. These solutions reveal that, for bubbles with shrinking area, a competition between the imposed strain and surface tension can lead to either a slit or a point as the limiting shape. Numerical solutions of fixed-area bubbles are then computed and reveal that when they are forced together by a straining flow, a thin lubrication layer forms. In the absence of surface tension, large-curvature regions develop at the bubble edges and these are smoothed out by capillary effects. Further, motivated by the viscous sintering application, a study of interaction effects on the pure surface-tension-driven shrinkage of circular bubbles is investigated and compared, in an appropriate limit, to a recently derived ‘elliptical-pore model’.

1. Introduction

The study of bubbles evolving in slow viscous flows is of fundamental importance in many practical applications such as the rheology of emulsions and mixing in multiphase systems. Since the early work of Taylor (1934) there has been much theoretical and experimental research. The reviews by Acrivos (1983), Rallison (1984) and Stone (1994) provide good surveys on the background to the problem.

This paper focuses on the two-dimensional problem. Concerning this case, Richardson (1968, 1973) made significant early contributions by uncovering exact solutions, using the methods of complex analysis, for a single steady bubble in an ambient Stokes flow. Theoretical study of the planar problem has experienced a revival in recent years owing to the realization that the mathematical approach admits a generalization that yields classes of exact solutions that are not simply steady but evolve in time. By the term ‘exact solution’ we refer to a solution for the free-boundary evolution which can be exactly reduced to the solution of a finite set of ordinary differential equations. Hopper (1990, 1991) found certain time-evolving solutions for
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a fluid blob driven by surface tension. Antanovskii (1994a) found classes of solution for an incompressible bubble in a polynomially singular irrotational straining flow in the far-field. Tanveer & Vasconcelos (1995) derived exact solutions for a single bubble in an ambient linear shear/strain flow and considered the effect of shrinkage and expansion of bubble area on its dynamics. Later, Antanovskii (1996) combined the ideas of matched asymptotic expansions with an exact complex-variable solution for the flow around a bubble to make detailed comparisons with the experimental study performed by Taylor (1934) of a steady bubble in a four-roller mill device.

All these studies involve a single isolated bubble. It is natural to ask whether it is possible to find analogous exact solutions to the problem of multiple interacting bubbles. This is one of the questions which this paper seeks to address. The fluid region exterior to the bubbles in a multi-bubble configuration is necessarily multiply connected. The evidence that exact time-evolving solutions exist for the problem of multiply connected blobs of viscous fluid (Richardson 2000; Crowdy 2003b) renders the question of existence of exact solutions to multi-bubble problems even more tantalizing.

Concerning interacting bubbles in two-dimensional Stokes flow, a few analytical results already exist. The only exact solutions involving non-trivial bubble shapes appear to be those of Crowdy (2002) who identified a class of exact solutions for the problem of two steady bubbles in an ambient Stokes flow typical of that produced at the centre of a four-roller mill. The latter work generalizes the analysis of Antanovskii (1996) and Siegel (2000) who have studied single bubbles in the same class of ambient flows. For modelling multiple interacting bubbles (or "pores"), motivated by the application to viscous sintering (Brinker & Scherer 1990), Crowdy (2004) has proposed a simple "elliptical-pore model" of a distribution of interacting bubbles shrinking under the effects of surface tension. The model is based on a generalization of the solutions of Tanveer & Vasconcelos (1995) to the case of an arbitrarily compressible bubble (Crowdy 2003a).

Despite being less realistic for physical applications, the planar problem is an important paradigm with the potential to allow tractable mathematical investigation. It can yield qualitative insights into the free-surface dynamics that are also likely to pertain in the three-dimensional case. Importantly, the planar problem also arises in various asymptotic limits of the three-dimensional problem. Cummings & Howell (1999) have exploited a slenderness assumption in their studies of long viscous fibres to reduce the three-dimensional equations to a sequence of weakly coupled quasi-two-dimensional problems. In the same vein, Howell & Siegel (2004) have shown that the problem of a long slender three-dimensional bubble in a straining flow can be decomposed into a collection of "cross-flow problems" that can be solved explicitly, even in the non-axisymmetric case, using the planar solution methods of Tanveer & Vasconcelos (1995) and Antanovskii (1994a). Eggers, Lister & Stone (1999) have also made use of the planar exact solutions due to Hopper (1990) in their studies of certain limits of the three-dimensional problem of droplet coalescence.

This paper presents the results of our investigations of the two-bubble problem in the case where they are placed in an ambient linear straining flow with strain rate $\beta(t)$. In §2 and §3, the mathematical problem is presented in terms of a complex-variable formulation in which two Goursat functions $f(z, t)$ and $g(z, t)$ are introduced that are analytic in the fluid region. Section 4 describes a convenient parametrization of the bubble boundaries in terms of conformal mappings from an annulus in a pre-image $\zeta$-plane. This conformal mapping formulation not only facilitates the devising of an effective numerical spectral method based on the Laurent expansion of the conformal
mapping (and the Goursat functions) in this annulus but also leads to the derivation of a special class of time-evolving exact solutions when a certain parameter $C(t)$ arising in the formulation vanishes. Unfortunately, if $C(t)$ vanishes it means there is a constraint between the imposed strain rate $\beta(t)$ and the evolution of the bubble area. Thus, for specified $\beta(t)$, the bubble area evolves in a manner determined by the solution itself and cannot be externally specified as is desirable in applications. Despite this circumstance, the exact solutions are mathematically significant, being non-trivial and time-evolving. They display interesting general properties and, importantly, can be used as a non-trivial check on the numerical calculations. Exact solutions demonstrate the fact that for shrinking bubbles, there is a competition between the imposed strain and surface tension that can lead to either a slit or a point as the limiting shape.

The numerical algorithm can compute the bubble evolution for any value of $C(t)$ and therefore without any constraints on the bubble area evolution. Indeed, for a given ambient straining flow it is found that $C(t)$ is determined by the condition imposed on the bubble area evolution. Calculations reveal that if two symmetric bubbles of fixed area are forced together by a straining flow, a thin lubrication layer forms. At the edges, high-curvature points develop in the absence of surface tension suggesting the eventual breakdown of the mathematical solution via the formation of cusps in the bubble boundaries. High-curvatures, as expected, are smoothed out in the presence of capillary effects resulting, at large times, in long flat bubbles with an extended lubrication layer between them. While Kropinski (2002) has recently developed efficient methods for time-evolving multiple bubbles in two dimensions that require $O(N)$ operations at each time step, the particular conformal-mapping-based method devised here is well-suited to deformed bubbles. This is because equally spaced points on $|\zeta|=1$ and $|\zeta|=\rho$ tends to concentrate more near the deformed regions of the bubbles.

Motivated by application to viscous sintering, we also extend the results of Hopper (1990). He studied isolated bubbles of circular, elliptical or hypotrochoidal shape driven purely by surface tension and was interested in how long it takes the bubbles to close up. An interesting question is how the presence of another neighbouring bubble can affect Hopper’s results. In the two-bubble situation, we find that the presence of a neighbouring bubble can accelerate the time taken for an initially circular pore to shrink to zero area. When the bubbles are not too close together, the results of the numerical simulation are compared to a recently derived ‘elliptical-pore model’ due to Crowdy (2004) which is based on simple exact solutions.

2. The two-bubble problem

Consider an unbounded planar region of slow viscous fluid containing two bubbles as shown schematically in figure 1. Let the evolving fluid region exterior to the two bubbles be $D(t)$. Inertia is ignored so the fluid is assumed to be in the Stokes regime with an ambient (and possibly time-dependent) pressure $p_{\infty}(t)$ at infinity. The physical assumption inside the bubbles is that they are each at the same spatially constant pressure; without loss of generality, this can be taken to be zero.$^\dagger$

$^\dagger$ This can be generalized to the case where an equation of state gives the pressure inside each bubble as a function of its area (e.g. the product of the bubble pressure with its area is a constant in the case of an ideal gas), as done for the single bubble case (Crowdy 2003). As long as the two bubbles have identical equations of state, the methodology given here extends to that case as well.
The Stokes flow outside the bubbles is incompressible. Introducing a stream function \( \psi(x, y) \) such that

\[
\mathbf{u} = (\psi_y, -\psi_x),
\]

then it is well-known (see, for instance, Richardson 1968) that \( \psi \) satisfies the biharmonic equation in the fluid region, i.e.

\[
\nabla^4 \psi = 0.
\]

A uniform surface tension acts on the bubble boundaries, the coefficient of surface tension being the same for both. The equation of stress balance on each bubble boundary takes the form

\[
-p n_j + 2\mu e_{jk} n_k = \sigma \kappa n_j,
\]

where \( p \) is the fluid pressure, \( e_{jk} \) is the fluid rate-of-strain tensor, \( n_k \) is the \( k \)th component of normal vector \( \mathbf{n} \), \( \kappa \) is the surface curvature and \( \sigma \) the coefficient of surface tension. The kinematic boundary condition on the interface is that the normal
velocity of the boundary, denoted $V_n$, is equal to the normal fluid velocity, i.e.
$$ V_n = u \cdot n. \quad (2.4) $$

In the far-field, the flow is assumed to be that of a straining flow with (possibly time-dependent) strain rate $\beta(t)$, i.e.
$$ (u, v) = (\beta(t)x, -\beta(t)y) + o(1). \quad (2.5) $$

We seek solutions to this quasi-steady free boundary problem in which the evolution of an initial two-bubble configuration is driven by both surface tension and the ambient straining flow. Of course, it must be assumed that the time derivative of $\beta(t)$ must be suitably small in order not to violate the assumption of the Stokes flow approximation.

It is assumed that the two bubbles are reflections of each other about the $y$-axis. They will also be taken to be reflectionally symmetric about the $x$-axis. See figure 1. The flow field will be assumed to have the same reflectional symmetries about both the $x$- and $y$-axes. It follows immediately that we must have
$$ u(0, y) = 0, \quad v(x, 0) = 0. \quad (2.6) $$

Furthermore, since the vorticity $\omega$ is defined as
$$ \omega = \frac{\partial v}{\partial x} - \frac{\partial u}{\partial y}, \quad (2.7) $$
it follows that
$$ \omega(x, -y) = -\omega(x, y), \quad \omega(-x, y) = -\omega(x, y). \quad (2.8) $$

These relations imply that the vorticity must be zero on both the $x$- and $y$-axes.

3. Complex-variable formulation

We now reformulate the free boundary problem using complex-variable methods. The general solution of (2.2) in the fluid exterior to the two bubbles can be written, in terms of the usual complex variable $z = x + iy$ and its complex conjugate $\bar{z} = x - iy$, as
$$ \psi = \text{Im}[\bar{z} f(z, t) + g(z, t)], \quad (3.1) $$

where $f(z, t)$ and $g(z, t)$ are analytic everywhere in the fluid region except at infinity where they have possible singular behaviour. The following relations can be established (Tanveer & Vasconcelos 1995):
$$ \frac{P}{\mu} - i\omega = 4f'(z, t), \quad (3.2) $$
$$ u + iv = -f(z) + zf'(\bar{z}, t) + \bar{g}'(\bar{z}, t), \quad (3.3) $$
$$ e_{11} + ie_{12} = zf''(\bar{z}, t) + \bar{g}''(\bar{z}, t). \quad (3.4) $$

In the above, we define conjugate functions to be given by
$$ \bar{h}(z) = \overline{h(\bar{z})}. \quad (3.5) $$

If there are no external forces on the bubbles then $f(z, t)$ will be single-valued in $D(t)$. On the other hand, if the area of the bubbles changes, $g(z, t)$ will in general not be single-valued, corresponding to sources or sinks in the bubbles.
It is convenient to non-dimensionalize velocities by $\sigma/\mu$, pressure by $\sigma/r_0$ and length and time scales with $r_0$ and $r_0\mu/\sigma$ respectively, where $r_0$ is a length scale chosen so that the initial area of each bubble is $\pi r_0^2$. With respect to this non-dimensionalization, the parameter $\beta(t)$ in (2.5) takes on the role of a capillary number giving the ratio of time scales associated with the ambient straining flow to that associated with surface tension effects.

Defining $s$ to be the arclength traversed in a clockwise direction around the two bubble boundaries, it turns out (see, for example, Tanveer & Vasconcelos 1995) that the complex form of the stress conditions (2.3) can be integrated with respect to $s$ to yield

$$f(z, t) + z \bar{f}'(\bar{z}, t) + \bar{g}'(\bar{z}, t) = -\frac{iz_s}{2} + \mathcal{A}_1(t),$$

$$f(z, t) + z \bar{f}'(\bar{z}, t) + \bar{g}'(\bar{z}, t) = -\frac{iz_s}{2} + \mathcal{A}_2(t)$$

where a subscript $s$ denotes the derivative with respect to arclength, and $\mathcal{A}_1(t)$ and $\mathcal{A}_2(t)$ are functions of time arising in the spatial integration.

It has been established that the vorticity on the real and imaginary $z$-axes is zero. This implies, from (3.3), that $f'(z, t)$ is real on both axes. By integration along each axis, it is clear that, without loss of generality, we can choose $f(z, t)$ to be purely real on the real axis, and purely imaginary on the imaginary axis exterior to the bubble. It has also been established that $u + iv$ is purely real on the real axis and purely imaginary on the imaginary axis exterior to the bubbles. By (3.4), and the results just established for $f(z, t)$ and $f'(z, t)$, it follows that $g'(z, t)$ is real on the real axis and imaginary on the imaginary axis exterior to the bubbles. In summary, both $f(z, t)$ and $f'(z, t)$ are real on the real axis and imaginary on the imaginary axis exterior to the bubbles. In particular, we have

$$f(z, t) = f(-z, t) \quad \text{and} \quad g'(z, t) = -g'(-z, t),$$

so that

$$f(0, t) = g'(0, t) = 0.$$  

(3.9)

The $\mathcal{A}_1$ and $\mathcal{A}_2$ appearing in (3.6) and (3.7) cannot be absorbed into the definitions of the functions $f(z, t)$ or $g'(z, t)$, without invalidating relations (3.2)–(3.4) and/or (3.9).

From (3.8) it follows that if

$$f(z, t) + z \bar{f}'(\bar{z}, t) + \bar{g}'(\bar{z}, t) = -\frac{iz_s}{2} + \mathcal{A}_1(t)$$

on the half-bubble boundary in the first quadrant, then since $[z_s]_{\text{fourth quad.}} = -[z_s]_{\text{first quad.}}$, we have that

$$f(z, t) + z \bar{f}'(\bar{z}, t) + \bar{g}'(\bar{z}, t) = -\frac{iz_s}{2} + \mathcal{A}_2(t)$$

on the half-bubble in the fourth quadrant, with

$$\mathcal{A}_2(t) = \mathcal{A}_1(t).$$

(3.12)

Using a similar argument for the first and third quadrants, it follows that

$$\mathcal{A}_1(t) = -\mathcal{A}_1(t).$$

(3.13)

Thus, $\mathcal{A}_1(t) = iC(t) = -\mathcal{A}_2(t)$ for some real $C(t)$.
It is assumed that there is some non-zero ambient pressure \( p_\infty(t) \) at infinity. This implies that

\[
f'(z, t) \sim \frac{p_\infty(t)}{4} + O(1/z^2) \quad \text{as} \ z \to \infty
\]

(3.14)

where \( p_\infty(t) \) is real. Equivalently,

\[
f(z, t) \sim \frac{p_\infty(t)}{4} z + O(1/z) \quad \text{as} \ z \to \infty.
\]

(3.15)

The presence of an irrotational straining flow at infinity also implies that

\[
g'(z, t) \sim \beta(t)z + \frac{m}{2\pi z} + O\left(\frac{1}{z^2}\right) \quad \text{as} \ z \to \infty,
\]

(3.16)

where \( \beta(t) \) is the strain rate and \( m(t) \) is the rate of change of the total area of the two bubbles. Notice that the right-hand sides of (3.15) and (3.16) do not contain any \( O(1) \) constants because \( f(z, t) \) and \( g'(z, t) \) are odd functions of \( z \) by (3.8).

### 4. Conformal mappings

Consider the conformal map \( z(\zeta, t) \) of the region \( \mathcal{R} \) in the \( \zeta \)-plane, defined by

\[
\mathcal{R} = \{ \zeta : \rho_1(t) < |\zeta| < 1, \ \text{Im}[\zeta] > 0 \},
\]

into the first-quadrant region exterior of the upper-right half-bubble \( D_+^\nu(t) \equiv D(t) \cap \{ \text{Re}[z] > 0, \text{Im}[z] > 0 \} \) in the \( z = x + iy \)-plane. Figure 2 shows a schematic. To render the mapping unique, we require that \( \zeta = 1 \) corresponds to the top of the upper bubble on the \( y \)-axis and \( \zeta = -1 \) to the lowest point on this bubble. The remaining degree of freedom in the Riemann-mapping theorem is used by requiring that \( \zeta = \pm \rho_1(t) \) corresponds to \( z = \infty \) and \( z = 0 \) respectively, where \( \rho_1(t) \) is to be determined. It is clear that \( |\zeta| = 1 \) corresponds to the upper-right half-bubble, \( |\zeta| = \rho_1 \) corresponds to the \( x \)-axis, while the straight segments in the \( \zeta \)-plane in the interval \((\rho_1(t), 1)\) and \((-1, -\rho_1(t))\) correspond to the the \( y \)-axis segments between \( \infty \) and the top point of the upper bubble and lower point of the upper bubble and \( z = 0 \); see figure 2. With use of the Schwarz reflection principle (Abloowitz & Fokas 1997), we deduce that \( z(\zeta, t) \) maps the annular ring \( \rho_1 < |\zeta| < 1 \) into the upper-half \( z \)-plane region exterior to the upper bubble. In particular, the reflection principle implies

\[
z(\zeta, t) = -z(\zeta, t).
\]

(4.1)

In a similar way, a second application of the Schwarz reflection principle (reflecting about \( |\zeta| = \rho_1(t) \) this time) and use of the fact that \( z(\zeta, t) \) maps \( |\zeta| = \rho_1 \) onto the real \( z \)-axis yields

\[
z(\zeta, t) = z(\rho_1^2/\zeta, t).
\]

(4.2)

So \( z(\zeta, t) \) maps the doubly connected annular ring \( \rho_1^2(t) < |\zeta| < 1 \) into the region \( D(t) \) outside the two bubbles.

For convenience, introduce the notation \( \rho(t) = \rho_1^2(t) \). Combining (4.1) and (4.2), we obtain

\[
z(\rho/\zeta, t) = -z(\zeta, t).
\]

(4.3)

This functional equation corresponds to the fact that if a particular point \( \hat{z} \) on the lower bubble corresponds to \( \zeta = \rho e^{-i\nu} \), then the point \( \zeta = e^{i\nu} \) corresponds to the point \( -\hat{z} \) on the upper bubble.
The symmetries of the problem imply that the conjugate map \( \bar{z}(\zeta, t) \equiv z(\bar{\zeta}, t) \) must satisfy

\[
\bar{z}(\zeta, t) = -z(\zeta, t). \tag{4.4}
\]

Now let

\[
z(\zeta, t) = \frac{ia(t)}{\zeta - \sqrt{\rho(t)}} + i\hat{z}(\zeta, t) \tag{4.5}
\]

for some real \( a(t) \). \( \hat{z}(\zeta, t) \) must be analytic everywhere in the annulus \( \rho < |\zeta| < 1 \) and so has a convergent Laurent expansion there. Let

\[
\hat{z}(\zeta, t) = \sum_{n=-\infty}^{\infty} a_n(t)\zeta^n \tag{4.6}
\]

where the coefficients \( \{a_n\} \) are real in order that (4.4) is satisfied. Then, condition (4.3) translates to

\[
\hat{z}(\zeta, t) = -\hat{z}(\rho/\zeta, t) + \frac{a}{\sqrt{\rho}}. \tag{4.7}
\]

In particular, this implies

\[
a_0 = \frac{a}{2\sqrt{\rho}}, \quad a_{-n} = -\rho^n a_n, \quad n \geq 1. \tag{4.8}
\]
When (4.8) is satisfied, it is easy to check that
\[ z(-\sqrt{\rho}, t) = 0 \] (4.9)
is automatically satisfied (recall \( \zeta = -\rho \) corresponds to \( z = 0 \)).

Define the composed functions \( \mathcal{F}(\zeta, t) \) and \( \mathcal{G}(\zeta, t) \) as follows:
\[
\mathcal{F}(\zeta, t) \equiv f(z(\zeta, t), t), \quad \mathcal{G}(\zeta, t) = g'(z(\zeta, t), t).
\] (4.10)

In terms of these functions, (3.10) and (3.11) become
\[
\mathcal{F}(\zeta, t) + z(\zeta, t) \frac{\mathcal{F}_\zeta(\zeta^{-1}, t)}{z_\zeta(\zeta^{-1}, t)} + \mathcal{G}(\zeta^{-1}, t) = \frac{\zeta z_\zeta(\zeta, t)}{2|z_\zeta(\zeta, t)|} + iC(t) \quad \text{on} \quad |\zeta| = 1,
\] (4.11)
\[
\mathcal{F}(\zeta, t) + z(\zeta, t) \frac{\mathcal{F}_\zeta(\rho^2 \zeta^{-1}, t)}{z_\zeta(\rho^2 \zeta^{-1}, t)} + \mathcal{G}(\rho^2 \zeta^{-1}, t) = -\frac{\zeta z_\zeta(\zeta, t)}{2\rho|z_\zeta(\zeta, t)|} - iC(t) \quad \text{on} \quad |\zeta| = \rho.
\] (4.12)

Note that
\[
\mathcal{F}(\zeta, t) \equiv \bar{f}(\zeta, t), t) = f(-z(\zeta, t), t) = -f(z(\zeta, t), t) \equiv -\mathcal{F}(\zeta, t)
\] (4.13)
so that
\[
\mathcal{F}(\zeta, t) = -\mathcal{F}(\zeta, t).
\] (4.14)

It follows similarly that
\[
\mathcal{G}(\zeta, t) = -\mathcal{G}(\zeta, t).
\] (4.15)

Since \( f(-z, t) = -f(z, t) \) then using (4.3) it follows that
\[
f(-z(\zeta, t), t) = f(z(\rho \zeta^{-1}, t), t) = -f(z(\zeta, t), t)
\] (4.16)
so that
\[
\mathcal{F}(\rho \zeta^{-1}, t) = -\mathcal{F}(\zeta, t).
\] (4.17)

Similarly, given that \( g'(-z, t) = -g'(z, t) \) it follows that
\[
\mathcal{G}(\rho \zeta^{-1}, t) = -\mathcal{G}(\zeta, t).
\] (4.18)

Applying conditions (4.7), (4.14) and (4.15) to (4.11) and (4.12), we can simplify to
\[
\mathcal{F}(\zeta, t) + z(\zeta, t) \frac{\mathcal{F}_\zeta(\zeta^{-1}, t)}{z_\zeta(\zeta^{-1}, t)} - \mathcal{G}(\zeta^{-1}, t) - iC(t) = \frac{\zeta z_\zeta(\zeta, t)}{2|z_\zeta(\zeta, t)|} \quad \text{on} \quad |\zeta| = 1,
\] (4.19)
\[
\mathcal{F}(\zeta, t) + z(\zeta, t) \frac{\mathcal{F}_\zeta(\rho^2 \zeta^{-1}, t)}{z_\zeta(\rho^2 \zeta^{-1}, t)} - \mathcal{G}(\rho^2 \zeta^{-1}, t) + iC(t) = -\frac{\zeta z_\zeta(\zeta, t)}{2\rho|z_\zeta(\zeta, t)|} \quad \text{on} \quad |\zeta| = \rho.
\] (4.20)

Given the far-field asymptotic behaviour (3.15) and (3.16), \( \mathcal{F}(\zeta, t) \) and \( \mathcal{G}(\zeta, t) \) must have representations of the form
\[
\mathcal{F}(\zeta, t) = \frac{iF_{\infty}}{\zeta - \sqrt{\rho}} + iF(\zeta, t) \quad \text{where} \quad F(\zeta, t) = \sum_{n=-\infty}^{\infty} F_n \zeta^n,
\] (4.21)
\[
\mathcal{G}(\zeta, t) = \frac{iG_{\infty}}{\zeta - \sqrt{\rho}} + iG(\zeta, t) \quad \text{where} \quad G(\zeta, t) = \sum_{n=-\infty}^{\infty} G_n \zeta^n
\] (4.22)
where the Laurent series are convergent everywhere in the annulus \( \rho < |\zeta| < 1 \) and the coefficients \( \{ F_n, G_n \} \) are real in order that (4.14) and (4.15) are satisfied.
conditions (4.17) and (4.18) become
\[ F(\zeta, t) = -F(\rho/\zeta, t) + \frac{F_{\infty}}{\sqrt{\rho}}, \quad G(\zeta, t) = -G(\rho/\zeta, t) + \frac{G_{\infty}}{\sqrt{\rho}}. \quad (4.23) \]

This implies the following relations:
\[
\begin{align*}
F_0 &= \frac{F_{\infty}}{2\sqrt{\rho}}, & F_{-n} &= -\rho^n F_n, & n \geq 1, \\
G_0 &= \frac{G_{\infty}}{2\sqrt{\rho}}, & G_{-n} &= -\rho^n G_n, & n \geq 1.
\end{align*}
\quad (4.24)
\]

When (4.24) is satisfied, the conditions \( F(\sqrt{\rho}, t) = 0 \) and \( G(\sqrt{\rho}, t) = 0 \) (corresponding to \( f(0, t) = 0 \) and \( g'(0, t) = 0 \)) are automatically satisfied.

On use of (4.5), the asymptotic conditions (3.15) and (3.16) for large \( z \) translate into conditions
\[
F_{\infty} = \frac{a}{4} p_{\infty}, \quad G_{\infty} = \beta(t)a, \quad \frac{m}{2\pi} = -aG_{\zeta}(\sqrt{\rho}, t) + G_{\infty} \hat{z}_{\zeta}(\sqrt{\rho}, t). \quad (4.25)
\]

On use of (3.16) and (4.5) in an asymptotic expansion near \( \zeta = \sqrt{\rho} \), besides (4.25) we apparently obtain the extra condition \( \beta \hat{z}(\sqrt{\rho}, t) = G(\sqrt{\rho}, t) \) However, this is not independent of (4.7), (4.23) and (4.25) since they imply \( \hat{z}(\sqrt{\rho}, t) = a/(2\sqrt{\rho}) \) and \( G(\sqrt{\rho}, t) = G_{\infty}/(2\sqrt{\rho}) \).

Equations (4.19), (4.20), (4.24) and (4.25) determine coefficients \( \{F_n, G_n\} \), \( C \) and \( G_{\infty} \) in terms of the specified \( m \) and \( \beta \) at each instant of time for any given values of the conformal mapping parameters \( a, \rho \) and \( \{a_n\} \). Note that, since the bubble pressure has been fixed to be zero, it should be expected on physical grounds that one can either choose to externally specify \( m \), in which case \( p_{\infty} \) (and hence \( F_{\infty} \)) will be determined by the solution or, alternatively, to externally specify \( p_{\infty} \) (hence \( F_{\infty} \)) in which case \( m \) will be determined by the solution. Both choices will be made in the calculations to follow in order to model different physical scenarios.

4.1. Kinematic condition

The kinematic condition is used to time-advance the interface. In complex notation, condition (2.4) becomes
\[
\text{Im} [(z_t - (u + iv))\bar{z}_s] = 0. \quad (4.26)
\]

We can therefore write
\[
\text{Re} \left[ \frac{z_t + 2\mathcal{F}(\zeta, t)}{\zeta \bar{z}_\zeta} \right] = \begin{cases} 
\frac{1}{2|z_\zeta|} & \text{on } |\zeta| = 1, \\
-\frac{1}{2\rho|z_\zeta|} & \text{on } |\zeta| = \rho(t),
\end{cases} \quad (4.27)
\]

where we have used the fact that
\[ z_s = \frac{i\zeta z_\zeta}{|z_\zeta|} \quad \text{on } |\zeta| = 1 \quad (4.28) \]

and
\[ z_s = -\frac{i\zeta z_\zeta}{\rho|z_\zeta|} \quad \text{on } |\zeta| = \rho(t). \quad (4.29) \]

The term in square brackets on the left-hand side of (4.27) leads to an equation of the form
\[ z_t + 2\mathcal{F} (\zeta, t) = \zeta z_\zeta I(\zeta, t) \quad (4.30) \]
where \( I(\zeta, t) \) is analytic in the annulus \( \rho < |\zeta| < 1 \) and determined by using the right-hand side of (4.27) as boundary data on \( \text{Re}[I] \) on \( |\zeta| = 1 \) and \( |\zeta| = \rho \). An integral representation for \( I(\zeta, t) \) is given in Appendix A. For numerical purposes, however, it is more convenient and efficient to use a Laurent series representation, as described below.

To compute \( I(\zeta, t) \), we first determine the Laurent expansion coefficients \( \{d_n\} \) of

\[
\frac{1}{2|z_{\zeta}|} + \text{Re}\left[ \frac{iC}{\zeta z_{\zeta}} \right] = \sum_{-\infty}^{\infty} d_n \zeta^n \quad \text{on } |\zeta| = 1. \quad (4.31)
\]

On use of (4.3) and the fact that \( z(\rho e^{-i\nu}) = -z(\rho e^{i\nu}) \) it follows that

\[
-\frac{1}{2\rho|z_{\zeta}(\rho e^{i\nu})|} - \text{Re}\left[ \frac{iC}{\zeta z_{\zeta}(\rho e^{i\nu})} \right] = -\sum_{-\infty}^{\infty} d_n e^{i\nu}. \quad (4.32)
\]

Hence, in order that the average of the data on \( |\zeta| = 1 \) given on the right-hand side of (4.27) equals the average of the data given on \( |\zeta| = \rho \), we require

\[
d_0 = -d_0 - \frac{\dot{\rho}}{\rho} \quad (4.33)
\]

which yields the following equation for \( \dot{\rho} \):

\[
\dot{\rho} = -2\rho d_0. \quad (4.34)
\]

This is equivalent to the condition

\[
\oint_{|\zeta| = 1} \frac{d\zeta}{\zeta} \left( \frac{1}{2|z_{\zeta}|} + \text{Re}\left[ \frac{iC}{\zeta z_{\zeta}} \right] \right) = \oint_{|\zeta| = \rho} \frac{d\zeta}{\zeta} \left( -\frac{1}{2\rho|z_{\zeta}|} - \text{Re}\left[ \frac{iC}{\zeta z_{\zeta}} \right] - \frac{\dot{\rho}}{\rho} \right). \quad (4.35)
\]

To determine \( I(\zeta, t) \) we write it as the Laurent expansion

\[
I(\zeta, t) = \sum_{-\infty}^{\infty} I_n \zeta^n. \quad (4.36)
\]

Now, since \( \text{Re}[I] \) on the boundary \( \zeta = e^{i\nu} \) and \( \zeta = \rho e^{i\nu} \), given by the right-hand side of (4.27), is an even function of \( \nu \) from symmetry of bubble shapes about the imaginary axis, it follows that \( I_n \) must be real. Thus,

\[
\text{Re}[I(\zeta, t)] = \frac{1}{2} I(\zeta, t) + \frac{1}{2} I(\zeta^{-1}, t) = \sum_{-\infty}^{\infty} d_n \zeta^n \quad \text{on } |\zeta| = 1 \quad (4.37)
\]

and on use of (4.32),

\[
\text{Re}[I(\zeta, t)] = \frac{1}{2} I(\zeta, t) + \frac{1}{2} I(\rho^2 \zeta^{-1}, t) = -\frac{\dot{\rho}}{\rho} - \sum_{-\infty}^{\infty} d_n \left( \frac{\zeta}{\rho} \right)^n \quad \text{on } |\zeta| = \rho. \quad (4.38)
\]

Comparison of coefficients implies

\[
\begin{aligned}
I_n &= 2 \left( \frac{1 + \rho^n}{1 - \rho^{-2n}} \right) d_n, \quad n \geq 1, \\
I_0 &= d_0, \\
I_{-n} &= -\left( \frac{2\rho^n}{1 - \rho^{-2n}} \right) d_n, \quad n \geq 1.
\end{aligned} \quad (4.39)
\]
Although the above relations between $I_n$ (or $I_{-n}$) and $d_n$ hold for $n \leq -1$ as well, they will not be used in the numerical algorithm because such calculations will be unstable for large $n$ since $\rho < 1$. Once $I(\zeta, t)$ is known explicitly, we can advance the coefficients $a_n(t)$ in the Laurent series of $\hat{z}$ in time by noting that (4.30) implies

$$\hat{z}_t(\zeta, t) = \frac{aI(\zeta, t)}{(\zeta - \sqrt{\rho} - \sqrt{\rho})^2} - \frac{\dot{a}}{\sqrt{\rho}} - \frac{\rho a}{2\sqrt{\rho}(\zeta - \sqrt{\rho})^2} - \frac{2F_\infty}{\zeta - \sqrt{\rho}} - 2F(\zeta, t).$$

(4.40)

In order for $\hat{z}$ to be singularity-free at $\sqrt{\rho}$, we must require that the apparent poles on the right-hand side of (4.40) at that point cancel out. This implies

$$\frac{\dot{\rho}}{2\sqrt{\rho}} = -\sqrt{\rho}I(\sqrt{\rho}, t), \quad \text{or} \quad \frac{d}{dt}\sqrt{\rho} = -\sqrt{\rho}I(\sqrt{\rho}, t),$$

(4.41)

$$\dot{a} + 2F_\infty = -aI(\sqrt{\rho}, t) - a\sqrt{\rho}I_\zeta(\sqrt{\rho}, t).$$

(4.42)

While (4.35) and (4.41) are two different equations for $\dot{\rho}$ they are equivalent (one implies the other) once the symmetry of the domain is exploited. Justification for this is given in Appendix B. Equation (4.42) relates $F_\infty$ (and therefore $p_\infty$) to conformal mapping parameters and $C$.

Using the above relations, it follows that (4.40) may be rewritten as

$$\hat{z}_t(\zeta, t) = \frac{aI(\zeta, t)}{(\zeta - \sqrt{\rho})^2} - \frac{\dot{a}}{\sqrt{\rho}} - \frac{\rho a}{2\sqrt{\rho}(\zeta - \sqrt{\rho})^2} - \frac{2F_\infty}{\zeta - \sqrt{\rho}} - 2F(\zeta, t).$$

(4.43)

By considering coefficients of $\zeta^n$ for $n = 1, 2, \ldots$ in the Laurent series expansion of both left- and right-hand side of (4.43) on $|\zeta| = 1$, we obtain equations for the evolution of $\{a_n(t)|n \geq 1\}$. The negative coefficients $\{a_n|n = -N, \ldots, -1\}$ then follow from (4.8). An equation to determine $a$ is given, in principle, by (4.42) and once $a$ is known, $a_0$ follows from (4.8). However, in practice, it is found to be more convenient to update $a$ using the equation connecting the rate of change of area to $m$, i.e.

$$\frac{dA}{dt} = \frac{m}{2}$$

(4.44)

where $A$ is the area of each bubble. Using contour integration, the representation

$$A(t) = -\frac{1}{2i} \oint_{|\zeta| = 1} \hat{z}(\zeta^{-1}, t) \zeta_\zeta(\zeta, t) d\zeta$$

(4.45)

yields a quadratic expression for $a$ in terms of the updated conformal-mapping parameters and the updated area. This quadratic equation can be solved explicitly for $a$.

It should be clear that we have made maximal use of symmetry in devising this numerical scheme. This is in order to optimize its performance. If required, however, the same general approach can also be used to study the case of two arbitrary bubbles having no geometrical symmetries.

5. Exact solutions

In this section we catalogue all known exact solutions to the two-bubble problem, including some new time-evolving ones that we have identified. All of these can be conveniently stated in terms of the conformal mapping formulation already presented.
It is clear that two steady circular bubbles in a quiescent flow is a solution of the problem. While this is a trivial case, it is helpful to see the form of this solution within the complex-variable formulation of §3 and §4. When $C(t) = 0$ we have found that there exists a class of time-evolving exact solutions. These are described in §5.2. Finally, in §5.3, we review a class of exact solutions to the problem of two steady bubbles in a nonlinear ambient flow recently found by Crowdy (2002). Conveniently, it turns out that the latter steady solutions provide appropriate initial conditions for the new class of unsteady solutions of §5.2. Some illustrative calculations of the exact solutions of §5.2 using these initial conditions are given in §5.4.

5.1. Two circular bubbles in quiescent flow

Consider the case of quiescent flow exterior to two exactly circular bubbles of unit radius. The conformal map from $\rho < |\zeta| < 1$ to the exterior of the two bubbles must be a Möbius map. Using the fact that we know $\zeta = \sqrt{\rho}$ maps to infinity while $\zeta = -\sqrt{\rho}$ maps to the origin this map must be

$$z(\zeta) = iR(\rho)\left(\frac{\zeta + \sqrt{\rho}}{\zeta - \sqrt{\rho}}\right) = iR(\rho)\left(1 + \frac{2\sqrt{\rho}}{\zeta - \sqrt{\rho}}\right) \quad (5.1)$$

where $R(\rho)$ is chosen so that each bubble radius is 1, i.e. $z(+1) - z(-1) = 2i$, resulting in

$$R(\rho) = \frac{1 - \rho}{2\sqrt{\rho}}. \quad (5.2)$$

Thus,

$$z_\zeta(\zeta) = -\frac{2i\sqrt{\rho}R(\rho)}{(\zeta - \sqrt{\rho})^2}. \quad (5.3)$$

The solution for $f(z)$ and $g(z)$ must be

$$f(z) = \frac{p_\infty}{4}z, \quad g(z) = 0. \quad (5.4)$$

This gives zero velocity everywhere and the required far-field pressure. Therefore

$$F(\zeta) = \frac{p_\infty}{4}z(\zeta). \quad (5.5)$$

The stress condition on bubble 1 is

$$f(z) + zf'(\bar{z}) + g'(\bar{z}) = -\frac{iz_s}{2} + \mathcal{A}_1 \quad (5.6)$$

while, on bubble 2,

$$f(z) + zf'(\bar{z}) + g'(\bar{z}) = -\frac{iz_s}{2} + \mathcal{A}_2. \quad (5.7)$$

On bubble 1,

$$z_s = \frac{i\zeta z_\zeta}{|z_\zeta|} \quad (5.8)$$

while on bubble 2,

$$z_s = -\frac{i\zeta z_\zeta}{\rho|z_\zeta|}. \quad (5.9)$$
Equation (5.6) therefore takes the form
\[ \frac{p_{\infty}}{2} \zeta = \frac{\zeta z \zeta}{2|z\zeta|} + \mathcal{A}_1 \]  
while (5.7) becomes
\[ \frac{p_{\infty}}{2} \zeta = -\frac{\zeta z \zeta}{2\rho|z\zeta|} + \mathcal{A}_2. \]
But, using (5.3), on bubble 1
\[ |z\zeta| = \frac{2\sqrt{\rho R(\rho)} \zeta}{(\zeta - \sqrt{\rho})(1 - \sqrt{\rho})} \tag{5.12} \]
while on bubble 2,
\[ |z\zeta| = \frac{2\sqrt{\rho R(\rho)} \zeta}{(\zeta - \sqrt{\rho})(\rho^2 - \sqrt{\rho})}. \tag{5.13} \]
Combining all this and substituting into (5.6) and (5.7), yields
\[ \frac{ip_{\infty} R(\rho)}{2} \left(1 + \frac{2\sqrt{\rho}}{\zeta - \sqrt{\rho}}\right) - \mathcal{A}_1 = \frac{i\sqrt{\rho}}{2} - \frac{i(1 - \rho)}{2(\zeta - \sqrt{\rho})} \tag{5.14} \]
and
\[ \frac{ip_{\infty} R(\rho)}{2} \left(1 + \frac{2\sqrt{\rho}}{\zeta - \sqrt{\rho}}\right) - \mathcal{A}_2 = -\frac{i}{2\sqrt{\rho}} - \frac{i(1 - \rho)}{2(\zeta - \sqrt{\rho})} \tag{5.15} \]
Thus, we must have
\[ \mathcal{A}_1 = -\frac{i}{4} \left(\sqrt{\rho} + \frac{1}{\sqrt{\rho}}\right), \]
\[ \mathcal{A}_2 = \frac{i}{4} \left(\sqrt{\rho} + \frac{1}{\sqrt{\rho}}\right), \tag{5.16} \]
\[ p_{\infty} = -1. \]
The last result also follows from the fact that pressure inside the bubble is 0, while curvature and surface tension are normalized to 1. Note also that \( \mathcal{A}_1 = \mathcal{A}_2 \) and that they are both purely imaginary as predicted earlier. This exact solution can be used as a check on the numerical calculation of the Goursat functions \( \mathcal{F} \) and \( \mathcal{G} \).

**5.2. Time-evolving exact solutions when \( C(t) = 0 \)**

The results to be presented now are motivated by the natural question: can the exact solutions for a single bubble in an ambient Stokes flow (Antanovskii 1994a; Tanveer & Vasconcelos 1995) be generalized to the case of two interacting bubbles? Our investigations reveal that, in general, the answer is negative. However, we have found that a special class of exact solutions does exist. Specifically, when \( C(t) = 0 \), the evolution equations admit a class of time-evolving solutions that can be described in terms of closed-form mathematical formulae. The solutions are of limited physical applicability, however, since the condition that \( C(t) = 0 \) imposes a constraint on the bubble area evolution for given strain rate \( \beta(t) \). This means that the area evolution of the bubbles cannot be specified. However, the solutions are worth reporting since they have mathematical significance: they provide a non-trivial check on the numerical code. For fixed \( \beta(t) \), they are found to correspond to shrinking bubbles. Thus, they can at least provide insights into bubbles with shrinking area as might occur when the gas in the bubble dissolves in the ambient fluid.
It can be proved (see Appendix C) that if \( C(t) = 0 \) and if the initial conformal map is such that \( z(\rho^2 \zeta, 0) = z(\zeta, 0) \) then it retains that this property later in time, i.e.

\[
z(\zeta, t) = z(\rho^2 \zeta, t).
\]

(5.17)

Thus \( z(\zeta, t) \) remains a doubly periodic function in the variable \( \log \zeta \) with periods \( 2 \log \rho \) and \( 2\pi i \) if it is so initially.

Further, in a manner similar to Tanveer & Vasconcelos (1995), it can be shown (see Appendix C) that if \( C(t) = 0 \) then the equation for the analytically continued \( z(\zeta, t) \) in the region \( 1 < |\zeta| < \rho^{-1} \) is given by

\[
z_t(\zeta, t) = q_1(\zeta, t)z_\zeta(\zeta, t) + q_2(\zeta, t)z(\zeta, t) + q_3(\zeta, t)
\]

(5.18)

where

\[
q_1(\zeta, t) = \zeta I(\zeta, t), \\
q_2(\zeta, t) = 2 \frac{\bar{F}_\zeta(\zeta^{-1}, t)}{\bar{z}_\zeta(\zeta^{-1}, t)}, \\
q_3(\zeta, t) = 2\bar{F}(\zeta^{-1}, t)
\]

(5.19)

where we borrow the notation from Tanveer & Vasconcelos (1995) to emphasize the similarity in the analytical arguments here and there. Note that all the coefficient functions \( q_j(\zeta, t), \ j = 1, 2, 3 \) are analytic for \( 1 < |\zeta| < \rho^{-1} \), except that at \( \zeta = \rho^{-1/2}, q_3 \) has a simple pole. Thus, (5.18) has the form of a first-order linear partial differential equation for \( z(\zeta, t) \), with coefficients that are analytic for \( 1 < |\zeta| < \rho^{-1} \), except for the forcing term \( q_3 \) that has in general a simple pole at \( \rho^{-1/2} \). Since \( I(\zeta^{-1}, t) = -I(\zeta, t) \), it follows that \( (d/dt)\rho^{-1/2} \) calculated from (4.41) matches the characteristic speed \(-q_1(\rho^{-1/2}, t)\); hence the only singularity of \( z(\zeta, t) \) generated by the pole in the forcing term \( q_3 \) in \( 1 < |\zeta| < \rho^{-1} \) is a simple pole, also at \( \rho^{-1/2} \).

Thus, if \( z(\zeta, 0) \) is initially meromorphic in this annulus, it will remain so under evolution. The only pole in the region \( \rho \leq |\zeta| \leq 1 \) can be at \( \zeta = \sqrt{\rho} \), corresponding to \( z = \infty \) in the physical domain \( D \). So, in the annular region \( \rho \leq |\zeta| < 1/\rho, z(\zeta, t) \) is meromorphic.

A function \( z(\zeta, 0) \) satisfying \( z(\rho^2 \zeta, 0) = z(\zeta, 0) \) and which is meromorphic in the annulus \( \rho < |\zeta| < \rho^{-1} \) is called a \textit{loxodromic function} (Valiron 1947). Moreover, \( \rho < |\zeta| < \rho^{-1} \) is a fundamental annulus for such a function so it is completely determined, up to a constant, by the strengths and locations of its singularities in this annulus. The preceding analysis shows that initial conformal maps that are loxodromic functions remain loxodromic functions under evolution. To analyse this class of solutions, it only remains to find a representation of the loxodromic functions relevant to the symmetric two-bubble problem.

Consider the class of conformal maps \( z(\zeta, t) \) given by

\[
z(\zeta, t) = iR(t) \left[ \frac{P(-\zeta \rho^{-1/2}; \rho) P(-\zeta \rho^{1/2}; \rho)}{P(\zeta \rho^{-1/2}; \rho) P(\zeta \rho^{1/2}; \rho)} \right] L(\zeta, \eta_0, -1; \rho) \left( \prod_{j=1}^{N} L(\zeta, \eta_j, \zeta_j; \rho) \right)
\]

(5.20)

where

\[
P(z; \rho) = (1 - z) \prod_{k=1}^{\infty} (1 - \rho^{2k} z)(1 - \rho^{2k} z^{-1}),
\]

(5.21)
The parameters \( R(t) \) and \( \eta_0(t) \) are real while the parameters \( \{ \xi_j, \eta_j | j = 1, \ldots, N \} \) can be generally complex with the understanding that, if any of them are not purely real, then another \( L \)-function with parameters given by their complex conjugates must be included in the product in (5.20). For example, if \( \xi_1 \) is complex then the product in (5.20) must include the term \( L(\xi, \eta_1, \xi_1; \rho)L(\xi, \eta_1, \xi_1; \rho) \) in order that \( z(\xi, t) \) satisfies the condition (4.4).

Using the definition (5.21), it is easy to establish the following properties of \( P(\xi^2; \rho) \) and \( L(\xi, \eta_j, \xi_j; \rho) \):

\[
\begin{align*}
P(\xi^{-1}; \rho) &= P(\rho^2 \xi; \rho) = -\xi^{-1} P(\xi; \rho); \\
L(\rho^2 \xi, \eta_j, \xi_j; \rho) &= L(\xi, \eta_j, \xi_j; \rho).
\end{align*}
\]

Using (5.23), it is easy to check that \( z(\xi, t) \) given in (5.20) satisfies (5.17) and (4.3).

Inspection of the map (5.20) shows that it has poles at

\[
\{ \rho^{-1/2} \xi_j, \rho^{-1/2} \xi_j^{-1} | j = 1, \ldots, N \}
\]

and these are initially chosen in the domain \( 1 < |\xi| < \rho^{-1} \) and must remain in that annular region as long as a solution exists. This is because the only way they can escape this annulus is through \( |\xi| = 1 \) or \( |\xi| = \rho^{-1} \). There cannot be any pole singularity on \( |\xi| = 1 \) or \( |\xi| = \rho \) as these correspond to the two bubble boundaries where no pole is allowed. From the loxodromic property \( z(\rho^2 \xi, t) = z(\xi, t) \), a pole is ruled out on \( |\xi| = \rho^{-1} \) as well. The map (5.20) has a pole at \( -\rho^{-1/2} \) in the annular region \( 1 < |\xi| < \rho^{-1} \). It is clear than that \( \bar{z}(\xi^{-1}, t) \) will have poles at \( \rho^{1/2} \xi_j^{\pm 1} \) for \( j = 1, \ldots, N \) and at \( \xi = -\sqrt{\rho} \), all in the annular region \( \rho < |\xi| < 1 \).

Furthermore, the map \( z(\xi, t) \) has corresponding zeros at

\[
\{ \rho^{-1/2} \eta_j, \rho^{-1/2} \eta_j^{-1} | j = 1, \ldots, N \},
\]

and at \( \eta_0 \), all of which are in \( 1 < |\xi| < \rho^{-1} \). The only zero in \( \rho \leq |\xi| \leq 1 \) can be at \( \xi = -\sqrt{\rho} \) (which maps to \( z = 0 \) in the physical domain) since \( z(\xi, t) \) is univalent in that domain.

To determine all the parameters in the exact solution, we need to determine the evolution of these poles and zeros, as well as \( R(t) \). To do so, note that if \( \Phi(\xi, t) \) is eliminated from (4.11) using (4.30), the resulting equation can be written for \( C = 0 \) as

\[
\frac{d}{dt}(\bar{z}(\xi^{-1}, t) z(\xi, t)) = 2 \Phi(\xi, t) z(\xi, t) + \frac{d}{d\xi}(\xi z(\xi, t) \bar{z}(\xi^{-1}, t) I(\xi, t)).
\]

On integration around a small closed contour \( \partial C_{\xi_p} \) encircling a pole \( \xi_p \) of \( \bar{z}(\xi^{-1}, t) \) other than \( \xi = \sqrt{\rho} \), we obtain

\[
\frac{d}{dt} \left\{ \oint_{\partial C_{\xi_p}} \bar{z}(\xi^{-1}, t) z(\xi, t) \, d\xi \right\} = 0.
\]

Thus, the residues of \( \bar{z}(\xi^{-1}, t) z(\xi, t) \) at \( \xi_p \), for every pole of \( \bar{z}(\xi^{-1}, t) \) in the annular region \( \rho < |\xi| < 1 \), except \( \xi = \sqrt{\rho} \), are preserved in time.
It is also be clear from (5.26) that the evolution equation for any pole \( \zeta_p \) of \( \bar{z}(\zeta^{-1}, t) \) in the annulus \( \rho < |\zeta| < 1 \) is

\[
\frac{d}{dt} \zeta_p = -\zeta_p I(\zeta_p, t),
\]

(5.28)
as can be determined by a local expansion near \( \zeta = \zeta_p \) and equating coefficients of double poles on both sides of the equation. The function \( I(\zeta, t) \) can be evaluated using the integral formula given in Appendix A. While (5.28) can be thought of as providing equations to update the pole locations \( \frac{\rho}{2} \zeta \pm \frac{1}{j} \) and at \( \zeta = -\sqrt{\rho} \) (noting that the latter is equivalent to (4.35)), the residue invariance in (5.27) can be thought of as constraints to determine the zeros at \( \{ \rho^{1/2} \eta_j^{\pm 1} | j = 1, \ldots, N \} \), as well as at \( \eta_0 \). We need one more equation for the evolution of scale parameter \( R(t) \) in (5.20). This is obtained by using (5.18) and obtaining an equation for the residue \( \hat{a} \) of \( \bar{z} \) at \( \rho^{-1/2} \), where it has a pole, induced by pole of \( \mathcal{G}(\zeta^{-1}, t) \) and combining it with (4.42) to eliminate \( F_\infty \) to obtain

\[
\frac{d}{dt} (a\hat{a}) = \frac{2\beta a^2}{\rho} - 2a\hat{a}\rho^{1/2}I(\rho^{1/2}, t).
\]

(5.29)

\( \hat{a} \) and \( a \) can be completely determined in terms of the conformal-mapping parameters appearing in (5.20). Hence (5.29) can be thought of as the final equation to determine the remaining parameter \( R(t) \). Note that there is no freedom left to insist that the area evolves in accordance to (4.44); rather, this equation determines \( m(t) \) as part of the solution. Thus, at the same time as the requirement \( C(t) = 0 \) leads to exact solutions, it also leads to this constraint on them.

Finally, it should be mentioned that it is also possible to find a class of exact solutions for any number of rotationally symmetric bubbles in an ambient straining flow with the same rotational symmetry. However, these also correspond to a class of solutions in which \( m(t) \) cannot be externally specified.

### 5.3. Two steady bubbles in a nonlinear ambient flow

The flows of interest in this paper involve two bubbles in a linear ambient flow. It is worth pointing that that Crowdy (2002) has identified a class of exact solutions for two steady bubbles in an ambient nonlinear flow typical of that generated at the centre of a four-roller mill. Such a flow corresponds to \( f(z) \) and \( g(z) \) having a nonlinear large-\( z \) asymptotic behaviour of the form

\[
\begin{align*}
    f(z) &\sim f_3 z^3 + f_1 z + \mathcal{O}(z^{-1}), \\
g(z) &\sim g_4 z^4 + g_2 z^2 + \mathcal{O}(1)
\end{align*}
\]

(5.30)

for some parameters \( f_3, f_1, g_4 \) and \( g_2 \). The far-field flow conditions treated in the present paper are linear corresponding to

\[
f_3 = g_4 = 0
\]

(5.31)
in (5.30). The steady solutions of Crowdy (2002) are given by conformal maps from the annulus \( \rho < |\zeta| < 1 \) of the form

\[
   z(\zeta) = \left[ \frac{P(-\xi \sqrt{\rho}, \rho)P(-\xi \sqrt{\rho}, \rho)}{P(\xi \sqrt{\rho}, \rho)^2} \right] \left( R_1 \frac{P(i\xi \sqrt{\rho}, \rho)P(-i\xi \sqrt{\rho}, \rho)}{P(-\xi \sqrt{\rho}, \rho)^2} + R_2 \right)
\]

(5.32)
where $R_1$ and $R_2$ are real constants. It turns out that the function (5.32) can alternatively be written as

$$z(\xi, 0) = iR \left[ \frac{P(-\zeta \sqrt{\rho}; \rho)P(-\zeta \sqrt{\rho}; \rho)}{P(\zeta \sqrt{\rho}; \rho)P(\zeta \sqrt{\rho}; \rho)} \right] L(\xi, \eta_0, -1; \rho)$$

which is the simplest non-trivial case of the general maps (5.20). Appendix D indicates how the map (5.32) is related to the form (5.33). This convenient fact means that the steady bubble configurations found in Crowdy (2002) can be used as initial conditions for the following time-dependent calculations thereby obviating the need to search the $(\rho, R_1, R_2)$-parameter space for univalent maps.

The class of exact solutions found in Crowdy (2002) also requires a constant of integration to vanish, this condition being entirely analogous to the $C(t) = 0$ condition (required for exact solutions) arising in the present analysis. In the steady bubble problem of Crowdy (2002) the consequence is that not all four of the parameters $f_3, f_1, g_4$ and $g_2$ defining the far-field ambient flow (5.30) can be independently specified, only three of them. Crowdy (2002) chose to specify the most singular terms $f_3, g_4$ and the area of the bubble. The values of $f_1$ and $g_2$ yielding an exact solution are then determined by the solution itself. In analogy with the results here, it is expected that more general (non-exact) solutions for two steady bubbles can be found when the integration constant is not assumed to vanish.

5.4. Examples of exact solutions involving shrinking bubbles

Here we shall present some examples of the exact solutions discussed in §5.2. In all calculations to follow, the initial condition is given by (5.32) with $\rho = 0.05, R_1 = 4.1105$ and $R_2 = -1.4387$. This leads to bubbles each having area $\pi$ and corresponding to the $\rho = 0.05, R_2/R_1 = -0.35$ equilibrium solution shown in figure 7 of Crowdy (2002).

First, we compare the two extreme cases of two-bubble evolution driven purely by the imposed straining flow with zero surface tension and the opposite case of flow driven purely by surface tension with no imposed straining flow. Figures 3 and 4 show these two scenarios. In figure 3 the exact solution is shown to yield collapse of the bubbles to zero area in the form of two curvilinear slits. A similar collapse to a slit has been observed before by Tanveer & Vasconcelos (1995) in the case of a single elliptical bubble shrinking at a fixed rate. In contrast, in figure 4, the solution again leads to shrinkage of the two bubbles but here they both vanish at two isolated points. When both surface tension and an imposed strain are present, the physical problem has two time scales: one associated with surface tension, the other associated
with the imposed strain rate. The capillary number $\beta$ measures the ratio of these two time scales. In general, the exact solutions reveal a competition between the two time scales: the bubbles shrink to zero area in the form of a slit if $\beta$ is sufficiently large and to a single point if $\beta$ is sufficiently small. If the strain is too strong, there is insufficient time for the bubble to become circular under the effects of surface tension before it collapses to a slit. In their investigations of a slender three-dimensional bubble in a straining flow, Howell & Siegel (2004) also find evidence of the same competition between surface tension and an imposed strain. They notice that an appropriately modulated extensional flow can stabilize a slender jet against pinch-off and can instead lead to cross-sections that become infinitely elongated.

6. Numerical simulations

In this section we present numerical calculations illustrating the possible behaviour of two bubbles in Stokes flow for some cases of interest for which $C(t) \neq 0$. To perform simulations using the scheme of §4.1, the Laurent expansions for $\hat{z}$, $F$ and $G$ are truncated so that only the terms $\{\zeta^j|j=-N, \ldots, N\}$ are included. The algorithm proceeds in two parts: first the Goursat functions $F$, $G$ and $C(t)$ must be determined for the current conformal mapping parameters $a$, $a_0$, $\{a_{\pm 1}, \ldots, a_{\pm N}\}$ and $\rho$. The second part of the algorithm is to use the Goursat functions $F$, $G$ and $C(t)$ to update the conformal mapping parameters using the kinematic condition.

Consider the first part of the algorithm. When $\beta$ and $m$ together with the conformal mapping parameters are considered known, there are $4N+5$ unknowns to be determined:

$$\{F_j|j=-N, \ldots, N\}, \{G_j|j=-N, \ldots, N\}, G_\infty, F_\infty, C.$$ (6.1)

$2N+1$ equations come from the truncated Laurent expansion of (4.19), $2N+2$ equations are given by (4.24), while (4.25) provides two more equations. Note, that because of assumed symmetry, the other stress condition (4.20) is redundant and need not be used at all.

Now consider the second part of the algorithm. Once $F_j$, $G_j$, $C(t)$, $F_\infty$, $G_\infty$ and $C(t)$ are known, and given the conformal mapping parameters $a$, $a_0$, $a_{\pm 1}, \ldots, a_{\pm N}$ and $\rho$, we calculate the Laurent series coefficients $\{I_j|j=-N, \ldots, N\}$ for $I(\zeta, t)$ after evaluating $\{d_j|j=-N, \ldots, N\}$. We then use only coefficients of $\{\zeta^j|j=1, \ldots, N\}$ in the Laurent series of both sides of (4.43), along with (4.41) and (4.44) to obtain a complete set of ordinary differential equations for $a_1, \ldots, a_N, \rho$ and $a$. Once these are determined, the parameters $a_0$ and $\{a_n|n=1, \ldots, N\}$ are given by relations (4.8).
If \( C(t) = 0 \), we consider \( m(t) \) as an unknown instead of \( C(t) \) in the first part of the algorithm. The rest of the algorithm is the same as before.

If \( p_\infty = 0 \), we consider \( C(t) \), along with \( m \) as unknown in the first part of the algorithm with the rest of the algorithm being the same as before.

All Laurent expansion coefficients are computed using fast Fourier transforms taken at order \( \mathcal{N} \) where, typically, we take \( \mathcal{N} = 16N \) to avoid aliasing errors. The order \( N \) of the truncation is chosen to suit the problem. The system of ordinary differential equations is integrated using an explicit fourth-order Runge–Kutta method.

First, as a non-trivial check on the numerical code, we compared a calculation to that given by the class of time-dependent exact solutions derived earlier both in the case of zero and non-zero surface tension. A superposition of the numerical computation with the exact solution in each case revealed them to be indistinguishable.

The calculation of the coefficients of \( I(\zeta, t) \) using (4.39) was checked using the integral formula given in Appendix A.

6.1. Shrinking bubbles driven purely by surface tension

The exact solutions considered in §5.4 involve shrinking bubbles but the pressure at infinity is not externally specifiable. Shrinking bubbles which close up purely under the effects of surface tension (i.e. \( p_\infty = 0 \)) have been considered in detail by Hopper (1990) who found that an isolated circular pore shrinks to zero area at \( t_\ast = 2 \). The shrinkage of compressible bubbles (or ‘pores’) in slow viscous flows is of relevance to the problem of viscous sintering (Brinker & Scherer 1990) where an initial compact of touching cylinders (or spheres, in three dimensions) are brought into contact and coalesce under the effects of surface tension. In the late stages of sintering, the compact consists of a contiguous region of fluid containing a distribution of shrinking pores. When all the pores have disappeared, the compact is said to be fully densified. It is important, in order to optimize industrial sinter cycles, to be able to accurately predict the time to full densification. The first theoretical step is to consider simple ‘unit problems’. Hopper (1991) went on to study the closure of elliptical and hypotrochoidal pores. Tanveer & Vasconcelos (1995) have also investigated the properties of shrinking bubbles in Stokes flows.

As an extension to these investigations, it is natural to examine the effect on pore shrinkage of the interaction with neighbouring pores. The simplest scenario is to consider just two identical initially circular pores and to examine how the shrinkage times of one pore is affected by the presence of the other. To study this numerically we therefore impose the condition that

\[
F_\infty = 0, \quad G_\infty = 0, \tag{6.2}
\]

so that there is no strain flow (i.e. \( \beta = 0 \)) and the ambient pressure \( p_\infty \) is the same as that in the bubbles (i.e. equal to zero). The flow is then driven purely by surface tension effects. As a result, the rate of change of bubble area (or, equivalently, \( m \)) will now be determined by the solution.

Figure 5 shows the evolution, as computed by the numerical code, for initially circular pores given by (5.1). By increasing the value of \( \rho(0) \) the pores initially get closer together. When \( \rho(0) = 0.05 \), the effect of the neighbouring pore is slight and each pore shrinks via a sequence of near-circular shapes. As \( \rho(0) \) increases so that the pores are initially closer together, the shrinking pores are seen to adopt ellipse-like shapes elongated in the vertical direction and with their centroids gradually moving together. The shrinkage time \( t_\ast \) as the pores start off closer together is found to decrease compared to the isolated case: the effect of the presence of the other pore is to slightly decrease the shrinkage time to zero area. This result is consistent with
that obtained in the case of a singly periodic row of pores by Crowdy (2004). In the latter work, a simple ‘elliptical pore model’ for the evolution of an interacting collection of compressible pores is proposed based on an asymptotic separation of the full problem into a set of ‘inner’ and ‘outer’ problems. The idea of the model is general and can be applied here. The model results in a simple closed system of nonlinear ordinary differential equations for the evolution of the pair of shrinking pores under the assumption that they are ellipses. The evolution of the upper pore is modelled by a following time-dependent conformal map from a unit $\eta$-circle, i.e.

$$z(\eta, t) = i c(t) + \frac{\alpha(t)}{\eta} + \beta(t) \eta$$

(6.3)

where

$$\begin{aligned}
\dot{\alpha} &= -\alpha \tilde{I}(0, \alpha, \beta), \\
\dot{\beta} &= -\tilde{I}(0, \alpha, \beta) \left( \frac{\alpha^2 \beta - \beta^3 + 2c_1 \beta + \alpha^3}{\alpha^2 - \beta^2 + 2c_1 + \alpha \beta} \right), \\
c^2 &= \frac{\alpha^2 - \beta^2}{2}, \\
\gamma &= \frac{1 + \rho(0)^2}{4\rho(0)},
\end{aligned}$$

(6.4)
Figure 6. Comparison of the numerical simulation of pore closure with the elliptical pore model. The figure shows pore closure driven purely by surface tension with $\rho(0) = 0.3$, $\beta = 0$. The solid lines are the results given by the full numerical simulation, the dashed lines are the results given by the elliptical pore model. Times shown are $t = 0, 0.25, 1.75$.

and where

$$\bar{I}(0, \alpha, \beta) = \frac{1}{4\pi} \oint_{|\eta|=1} \frac{d\eta}{\eta} \frac{1}{|z_\eta(\eta, t)|},$$

(6.5)

Appendix E gives details of the derivation of these model equations. They successfully predict the qualitative features already observed: the elongation of the pores in the vertical direction and the downward vertical velocity of the pore centroids. For purposes of qualitative comparison, the results obtained by integrating these model equations have been superposed on the numerical results displayed in figure 6 in the case $\rho(0) = 0.3$. This initial value of $\rho$ is chosen so that the pores are not so far apart that interaction effects between the pores are insignificant but not so close together as to invalidate the assumptions underlying the elliptical pore model. Agreement is found to be very good. The model tends to slightly overestimate the time $t_*$ for the bubble to shrink to area $10^{-3}$, yielding $t_* = 1.96$ compared to the value of $t_* = 1.91$ given by the full numerical simulation.
The numerical code copes well with bubbles that are initially very close together as can be seen from the calculation with $\rho(0)=0.75$ in figure 5. The results of a number of calculations reveal that the shrinkage time $t_*$ is a slowly decreasing function of the initial separation of the pores. For the initial condition $\rho(0)=0.75$ so that the initial separation between the bubbles is just 0.02, we find $t_* \approx 1.83$. Thus, the presence of another identical pore can decrease the pore shrinkage time by up to 9%.

A physical discussion of this behaviour can be offered. The presence of two symmetric bubbles forces the existence, at all times in the evolution, of a stagnation point at the origin. The fluid velocities in the central region near this stagnation point between the two bubbles are therefore necessarily small. This leads to an effective ‘pinning’ of the regions of the free surface nearest to the origin. The increased immobility of the free surface associated with this pinning mechanism reduces the effects of surface tension there. This leads to the net displacement of the centroid of each bubble towards the origin and explains the net elongation of the bubbles in the vertical direction. One might suspect, since a small region of the free surface is ‘pinned’ and its motion thereby inhibited, that the net time for shrinkage of the bubble will be increased as a result. This is not the case, as we have seen. The presence of a second bubble, while pinning down a small region of the free surface, in fact induces an anisotropy in the overall surface curvature (via the aforementioned elongation in the $y$-direction) that leads to a slight overall acceleration of the global shrinkage compared to an isolated bubble. The vertical elongation of the pore serves to enhance the surface tension effects in the vicinity of free surface region that is ‘pinned’ and eventually counteracts the pinning mechanism. This observation is interesting since it contrasts with the case of an initially circular bubble placed near a wall – a problem recently investigated by Crowdy & Duchemin (2005). They find that the presence of the no-slip surface greatly increases the pore shrinkage times owing to a ‘pinning’ effect similar to that just described. Since the wall presents a whole stagnation line in the flow, its pinning effect is clearly much stronger than that produced by the single stagnation point in the two-bubble problem.

6.2. Evolution of constant-area bubbles

It is of interest to examine what happens to two bubbles forced together by a straining flow when they are taken to be incompressible. Such matters are of relevance to the study of two-bubble coalescence (see e.g. Yang et al. 2001). We focus here on the role of surface tension in a head-on collision induced by the ambient straining flow. Calculations are performed with $N=256$ and a time step of $10^{-3}$. Figure 7(a) shows the case of two initially circular bubbles, with zero surface tension, in an ambient straining flow with $\beta=0.5$. The initial conformal map is (5.1) with $\rho(0)=0.35$. As time evolves, each bubble becomes elongated in the horizontal direction with a thin lubrication layer forming between the bubbles. By $t=1.5$ it is found that each bubble has formed two points of very high curvature at the outermost points from the origin. Each bubble develops a shape that is reminiscent of the single ‘pointed drops’ observed by Taylor (1934) in his experiments in a four-roller mill and studied subsequently, using complex-variable methods, by Antanovskii (1996) and Siegel (2000). Since our model includes no physical mechanism (e.g. a disjoining pressure associated with van der Waals forces) for the bubbles to coalesce as the film drainage between the bubbles occurs, we expect the finite-time formation of two cusps on each of the bubble boundaries thereby leading to breakdown of the mathematical solution.
Figure 7. The regularizing effect of surface tension when two bubbles are forced together by a straining flow. Evolution with (a) zero and (b) non-zero surface tension. \( \rho(0) = 0.35, \beta = 0.5 \). The area of each bubble is fixed to be \( \pi \). Times shown are (a) \( t = 0, 0.1, 1.5 \) and (b) \( t = 0, 0.1, 1.9 \). In both cases, a thin lubrication layer forms between the bubbles. In the case of zero surface tension, the mathematical solution appears to be approaching breakdown via the formation of two cusps on each bubble. This cusp formation is arrested by capillary effects.

On the other hand, figure 7(b) shows the evolution of the same initial condition when surface tension is present. The effect of surface tension is to regularize the free-surface evolution and appears to arrest the formation of the high-curvature regions.
The solution can be continued well beyond the time of breakdown of the zero surface tension case and figure 4 shows the simulation up to $t = 2$. The two bubbles become continually pressed together and a more extended lubrication layer (than in the zero surface tension case) now has time to form between the two bubbles. It is difficult to continue the calculations much beyond $t = 2$ because the system becomes very stiff as the bubbles draw closer together and the lubrication layer becomes more extended.

7. Conclusion

In this paper a number of analytical and numerical results for the planar two-bubble problem in Stokes flow have been presented.

Our most significant finding is mathematical: to answer the natural question of whether the large number of exact solutions available in the case of a single bubble carry over to the multi-bubble problem. Our studies here of the two-bubble problem show that, in general, the answer appears to be in the negative even though special classes of exact solution do exist! While we make no claim that the exact solutions we have identified are the only ones possible, we believe the existence of more general exact solutions, for example those corresponding to non-zero $C(t)$, to be unlikely. It should also be pointed out that imposing the condition $C(t) = 0$ does not appear to imply that the solutions must correspond to symmetric bubbles: it is therefore conceivable that classes of non-symmetric exact solutions exist. In any case the overall conclusion is that, while the single-bubble problem appears to admit broad classes of exact solution – indeed, the class of initial single-bubble shapes found in Tanveer & Vasconcelos (1995) for which exact solutions exist can approximate arbitrary initial shapes to any degree of accuracy – the presence of multiple bubbles appears to generally destroy the analytical structure responsible for exact solutions. We believe it is important to point out this (albeit disappointing) circumstance. We have not found any physical interpretation for the non-existence of exact solutions for constant-area bubbles in the multi-bubble case; it appears to be a purely mathematical obstruction.

We have examined the extent to which analytical progress (in the form of exact solutions) can be made, and devised a numerical method based on conformal mappings for the general case when exact solutions are not available. To summarize our results:

(a) A special class of time-evolving exact solutions has been found in the case $C(t) = 0$. They are the natural analogues of the well-known exact solutions in the single-bubble case. For a fixed strain rate $\beta$, they give rise to shrinking bubble solutions. They reveal that a competition between external strain and surface tension can lead to shrinkage either to a slit or a point.

(b) We have presented a novel numerical spectral method based on Laurent series expansions of a conformal mapping from an annulus. The method facilitates calculation of the evolution of bubbles even when they are very close together (and if combined with implicit time-integration methods, we expect the method to be even better). These methods can be extended to the more general case of non-symmetric bubbles and even to the case of greater numbers of bubbles.

(c) We have presented a numerical study of the interaction effects of a neighbouring pore on the shrinkage times of some given pore closing up purely under the effects of surface tension. Despite a local ‘pinning’ of the free surface, the presence of a neighbouring pore can lead to a slight decrease in the overall pore shrinkage time. The numerically computed evolution in this case has been compared with a recently proposed analytical ‘elliptical pore model’ of pore shrinkage.
The effect of surface tension on two plane bubbles forced together by an ambient straining flow has been investigated numerically. Surface tension regularizes the incipient formation of high-curvature regions in the unregularized problem, allowing the formation of extended lubrication layers between the two bubbles and arresting a suspected breakdown of solutions via cusp formation in the unregularized problem.
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Appendix A. Integral formula for $I(\zeta, t)$

This appendix gives an integral formula for the function $I(\zeta, t)$ used in computing the evolution of the exact solutions in §5.2 and §5.4.

When $C(t) = 0$ (the case relevant to the exact solution class) the kinematic condition takes the form

$$\text{Re}[I(\zeta, t)] = \text{Re}\left[\frac{z_t + 2f(z(\zeta, t), t)}{\zeta z_\zeta}\right] = \begin{cases} \frac{1}{2|z_\zeta|} & \text{on } |\zeta| = 1, \\ -\frac{1}{2\rho|z_\zeta|} - \frac{\dot{\rho}}{\rho} & \text{on } |\zeta| = \rho. \end{cases}$$

Let

$$K(\zeta, t) = 1 - 2\frac{\xi P_\zeta(\xi)}{P(\xi)}.$$  \hspace{1cm} (A 2)

Provided that the necessary condition (4.35) is satisfied, the integral formula for $I(\zeta, t)$ is

$$I(\zeta, t) = I^+(\zeta, t) - I^-(\zeta, t) + I_c(t)$$  \hspace{1cm} (A 3)

where

$$I^+(\zeta, t) = \frac{1}{2\pi i} \oint_{|\zeta| = 1} \frac{d\xi'}{\xi'} K(\xi/\xi') \left(\frac{1}{2|z_\zeta(\xi', t)|}\right),$$

$$I^-(\zeta, t) = \frac{1}{2\pi i} \oint_{|\zeta| = \rho} \frac{d\xi'}{\xi'} K(\xi/\xi') \left(\frac{1}{2\rho|z_\zeta(\xi', t)|} - \frac{\dot{\rho}}{\rho}\right),$$

$$I_c(t) = -\frac{1}{2\pi i} \oint_{|\zeta| = \rho} \frac{d\xi'}{\xi'} \left(\frac{1}{2\rho|z_\zeta(\xi', t)|} - \frac{\dot{\rho}}{\rho}\right),$$

\hspace{1cm} (A 4)

where $P(\xi; \rho)$ is the function defined in (5.21). Using the properties that

$$K(\rho^2 \zeta, t) = 2 + K(\zeta, t), \quad K(\zeta^{-1}, t) = -K(\zeta, t),$$

\hspace{1cm} (A 5)

it is straightforward to show that

$$I(\zeta^{-1}, t) = -\bar{I}(\zeta, t), \quad I(\rho^2 \zeta, t) = I(\zeta, t).$$

\hspace{1cm} (A 6)

In classical function theory, the integral formula presented here is the doubly connected generalization of the Poisson integral formula (Ablowitz & Fokas 1997) and is sometimes known as the Villat formula (Akhiezer 1990).
Appendix B. Equivalence of \((d/dt)\sqrt{\rho} = -\sqrt{\rho}I(\sqrt{\rho}, t)\) and (4.35)

We first simplify the expression for \(I(\sqrt{\rho}, t)\). This simplification only requires that \(\zeta = \rho/\xi\) and holds equally for \(\zeta = -\sqrt{\rho}\). First, recall the integral formula of Appendix A:

\[
I(\zeta, t) = I^+(\zeta, t) - I^-(\zeta, t) + I_c(t).
\]

Consider
\[
-I^-(\zeta, t) = \frac{1}{4\pi i} \int_{|\zeta'|=\rho} \frac{d\zeta'}{\zeta'} \left(1 - 2 \frac{P'(\zeta/\zeta'; \rho)}{\zeta' P(\zeta/\zeta'; \rho)}\right) \frac{1}{\rho|z_\zeta(\zeta', t)|} + \frac{2\dot{\rho}}{\rho}. \tag{B 1}
\]

On changing variables \(\zeta' \mapsto \rho/\zeta'\) and using properties \(\zeta \mapsto \rho/\zeta\) (for the point in question), \(P(\eta^{-1}, \rho) = -\eta^{-1} P(\eta, \rho)\), \(\zeta_\zeta(\zeta) = \rho/\zeta\zeta(\rho\zeta^{-1}, t)\) we obtain
\[
-I^-(\zeta, t) = -\frac{1}{4\pi i} \int_{|\zeta'|=1} \frac{d\zeta'}{\zeta'} \left(1 - 2 \frac{P'(\zeta/\zeta'; \rho)}{\zeta' P(\zeta/\zeta'; \rho)}\right) \frac{1}{|z_\zeta(\zeta', t)|} + \frac{2\dot{\rho}}{\rho}. \tag{B 2}
\]

Adding the expressions for \(I^+(\zeta, t)\) and \(I_c(\zeta, t)\), we obtain
\[
I(\zeta, t) = -\frac{2\dot{\rho}}{\rho} - \frac{1}{4\pi i} \int_{|\zeta'|=1} \frac{d\zeta'}{\zeta'} \left(1 - 2 \frac{P'(\zeta/\zeta'; \rho)}{\zeta' P(\zeta/\zeta'; \rho)}\right) + \frac{1}{4\pi i} \int_{|\zeta'|=\rho} \frac{d\zeta'}{\zeta'} \left(1 - 2 \frac{P'(\zeta/\zeta'; \rho)}{\zeta' P(\zeta/\zeta'; \rho)}\right) \frac{1}{\rho|z_\zeta(\zeta', t)|} + \frac{2\dot{\rho}}{\rho}. \tag{B 3}
\]

However, the steps above leading to the equality of (B 1) and (B 2) can be repeated without the \(1/|z_\zeta|\) term inside the integral. In that case, we obtain
\[
\frac{1}{4\pi i} \int_{|\zeta'|=\rho} \frac{d\zeta'}{\zeta'} \left(1 - 2 \frac{P'(\zeta/\zeta'; \rho)}{\zeta' P(\zeta/\zeta'; \rho)}\right) = -\frac{1}{4\pi i} \int_{|\zeta'|=1} \frac{d\zeta'}{\zeta'} \left(1 - 2 \frac{P'(\zeta/\zeta'; \rho)}{\zeta' P(\zeta/\zeta'; \rho)}\right)
\]

On the other hand, from the calculus of residues,
\[
\frac{1}{4\pi i} \left[\int_{|\zeta'|=1} - \int_{|\zeta'|=\rho}\right] \frac{d\zeta'}{\zeta'} \left(1 - 2 \frac{P'(\zeta/\zeta'; \rho)}{\zeta' P(\zeta/\zeta'; \rho)}\right) = 1.
\]

It then follows that
\[
I(\zeta, t) = \frac{1}{4\pi i} \int_{|\zeta'|=1} \frac{d\zeta'}{\zeta'} \left(1 - 2 \frac{P'(\zeta/\zeta'; \rho)}{\zeta' P(\zeta/\zeta'; \rho)}\right) = \frac{1}{8\pi i} \left[\int_{|\zeta'|=1} \frac{d\zeta'}{\zeta'} \frac{1}{|z_\zeta(\zeta', t)|} + \int_{|\zeta'|=\rho} \frac{d\zeta'}{\zeta'} \frac{1}{\rho|z_\zeta(\zeta', t)|}\right] \tag{B 4}
\]

On use of (4.35), it follows from the above equation that
\[
\frac{d}{dt} \sqrt{\rho} = -\sqrt{\rho}I(\sqrt{\rho}, t).
\]

Again, if we assume the above relation, (4.35) follows. So the two relations are equivalent.

Appendix C. Derivation of \(z(\rho^2\zeta, t) = z(\zeta, t)\) and (5.18)

The following derivation is the doubly connected generalization of the analysis presented in Tanveer & Vasconcelos (1995) to justify the exact solutions in the simply connected case. A similar argument is given by Crowdy & Tanveer (2004) in their
discussion of the different, but related, problem of viscous fingering in a Hele-Shaw cell when two free surfaces are involved.

First note that equation (4.30), valid for \( \rho < |\zeta| < 1 \), can be analytically continued into the annulus \( 1 < |\zeta| < \rho^{-1} \). The result is that for \( 1 < |\zeta| < \rho^{-1} \),

\[
z_i(\zeta, t) + 2\mathcal{F}(\zeta, t) = \zeta I(\zeta, t)z_i(\zeta, t) + \zeta z_i(\zeta, t) \left[ \frac{1}{z_i^{1/2}(\zeta, t)z_i^{1/2}(\zeta^{-1}, t)} \right]
\]

while its continuation into \( \rho^2 < |\zeta| < \rho \) is

\[
z_i(\zeta, t) + 2\mathcal{F}(\zeta, t) = \zeta I(\zeta, t)z_i(\zeta, t) + \zeta z_i(\zeta, t) \left[ -\frac{1}{\rho z_i^{1/2}(\zeta, t)z_i^{1/2}(\rho^2\zeta^{-1}, t)} - \frac{2\dot{\rho}}{\rho} \right].
\]

If \( 1 < |\zeta| < \rho^{-1} \) then \( \rho^2 < |\rho^2\zeta| < \rho \) so that letting \( \zeta \mapsto \rho^2\zeta \) in (C 2) yields

\[
z_i(\rho^2\zeta, t) + 2\mathcal{F}(\rho^2\zeta, t) = \rho^2\zeta I(\rho^2\zeta, t)z_i(\rho^2\zeta, t) - \frac{\rho\zeta z_i^{1/2}(\rho^2\zeta, t)}{z_i^{1/2}(\rho^2\zeta, t)-1, t} - 2\dot{\rho}\zeta z_i(\rho^2\zeta, t).
\]

Now define

\[
H(\zeta, t) \equiv z(\zeta, t) - z(\rho^2\zeta, t).
\]

Then, subtracting (C 3) from (C 1),

\[
H_t(\zeta, t) = z_i(\zeta, t) - z_i(\rho^2\zeta, t) - 2\dot{\rho}\zeta z_i(\rho^2\zeta, t) - 2\mathcal{F}(\zeta, t) + \zeta I(\zeta, t)z_i(\zeta, t)
\]

\[
+ \frac{\zeta z_i^{1/2}(\zeta, t)}{z_i^{1/2}(\zeta^{-1}, t)} + 2\mathcal{F}(\rho^2\zeta, t) - \rho^2\zeta I(\rho^2\zeta, t)z_i(\rho^2\zeta, t) + \frac{\rho\zeta z_i^{1/2}(\rho^2\zeta, t)}{z_i^{1/2}(\rho^2\zeta, t)-1, t}.
\]

The stress condition on \( |\zeta| = 1 \) takes the form

\[
-2\mathcal{F}(\zeta, t) + \frac{\zeta z_i^{1/2}(\zeta, t)}{\rho z_i^{1/2}(\rho^2\zeta^{-1}, t)} = 2\mathcal{F}(\zeta^{-1}, t) + \frac{2\mathcal{F}(\zeta^{-1}, t)}{z_i^{1/2}(\zeta^{-1}, t)} z(\zeta, t)
\]

while, on \( |\zeta| = \rho \), it takes the form

\[
-2\mathcal{F}(\zeta, t) - \frac{\zeta z_i^{1/2}(\zeta, t)}{\rho z_i^{1/2}(\rho^2\zeta^{-1}, t)} = 2\mathcal{F}(\rho^2\zeta^{-1}, t) + \frac{2\mathcal{F}(\rho^2\zeta^{-1}, t)}{z_i^{1/2}(\rho^2\zeta^{-1}, t)} z(\rho^2\zeta, t).
\]

Letting \( \zeta \mapsto \rho^2\zeta \) in (C 7),

\[
-2\mathcal{F}(\rho^2\zeta, t) - \frac{\rho\zeta z_i^{1/2}(\rho^2\zeta, t)}{z_i^{1/2}(\rho^2\zeta^{-1}, t)} = 2\mathcal{F}(\zeta^{-1}, t) + \frac{2\mathcal{F}(\zeta^{-1}, t)}{z_i^{1/2}(\zeta^{-1}, t)} z(\rho^2\zeta, t).
\]

Subtracting (C 8) from (C 6) yields

\[
-2\mathcal{F}(\zeta, t) + 2\mathcal{F}(\rho^2\zeta, t) + \frac{\zeta z_i^{1/2}(\zeta, t)}{z_i^{1/2}(\zeta^{-1}, t)} + \frac{\rho\zeta z_i^{1/2}(\rho^2\zeta, t)}{z_i^{1/2}(\rho^2\zeta^{-1}, t)} = 2\mathcal{F}(\zeta^{-1}, t) H(\zeta, t).
\]

But the expression on the left-hand side of (C 9) appears on the right-hand side of (C 5). Substituting for this expression, (C 5) becomes

\[
H_t(\zeta, t) = \frac{2\mathcal{F}(\zeta^{-1}, t)}{z_i^{1/2}(\zeta^{-1}, t)} H(\zeta, t) + \zeta I(\zeta, t)z_i(\zeta, t) - \rho^2\zeta I(\rho^2\zeta, t)z_i(\rho^2\zeta, t).
\]

(C 10)
However, on use of property (A 6) of the function $I(\zeta, t)$ (see Appendix A) it follows that

$$H_t(\zeta, t) - \zeta I(\zeta, t)H_\zeta(\zeta, t) - 2\frac{\overline{F}_\zeta(\zeta^{-1}, t)}{\overline{\zeta}_\zeta(\zeta^{-1}, t)} H(\zeta, t) = 0. \quad (C11)$$

Equation (C11) has the form of a first-order linear partial differential equation for $H$ with coefficients that are analytic everywhere in the annulus $1 < |\zeta| < \rho^{-1}$. If $H(\zeta, 0) = 0$ then the unique solution is

$$H(\zeta, t) = z(\zeta, t) - z(\rho^2 \zeta, t) = 0. \quad (C12)$$

Thus, $z(\zeta, t)$ remains a doubly periodic function in the variable $\log \zeta$ with periods $2 \log \rho$ and $2 \pi i$ if it is so initially.

Note also that substituting the left-hand side of (C 6) into (C 1) yields (5.18) with $q_1$, $q_2$ and $q_3$ given by (5.19).

**Appendix D. The steady solutions of Crowdy (2002)**

The steady solutions of Crowdy (2002) are given as

$$z(\zeta) = \frac{P_1(-\zeta \sqrt{\rho^{-1}}; \rho)}{P_1(\zeta \sqrt{\rho^{-1}}; \rho)} \left( A \frac{Q_2(\zeta \sqrt{\rho}; \rho)}{P_2(\zeta \sqrt{\rho}; \rho)} + B \frac{P_1(-\zeta \sqrt{\rho}; \rho)}{P_1(\zeta \sqrt{\rho}; \rho)} \right) \quad (D1)$$

where $\rho, A$ and $B$ are real constants and the connections with the notation of the present paper are

$$P_1(\zeta; \rho) \equiv P(\zeta; \rho),$$

$$P_2(\zeta; \rho) \equiv P(\zeta; \rho)P(-\zeta; \rho),$$

$$Q_2(\zeta; \rho) \equiv P(i\zeta; \rho)P(-i\zeta; \rho). \quad (D2)$$

Equation (D1) is a loxodromic function (Valiron 1947). On use of (D2), (D1) takes the form

$$z(\zeta) = \left[ \frac{P(-\zeta \sqrt{\rho^{-1}}; \rho)P(-\zeta \sqrt{\rho}; \rho)}{P(\zeta \sqrt{\rho^{-1}}; \rho)P(\zeta \sqrt{\rho}; \rho)} \right] \left( A \frac{P(i\zeta \sqrt{\rho}; \rho)P(-i\zeta \sqrt{\rho}; \rho)}{P(-\zeta \sqrt{\rho}; \rho)P(-\zeta \sqrt{\rho}; \rho)} + B \right) \quad (D3)$$

which can be rewritten as

$$z(\zeta) = R \left( \frac{P(-\zeta \sqrt{\rho^{-1}}; \rho)P(-\zeta \sqrt{\rho}; \rho)}{P(\zeta \sqrt{\rho^{-1}}; \rho)P(\zeta \sqrt{\rho}; \rho)} \right) L(\zeta, \eta_0, -1; \rho) \quad (D4)$$

for some real $R$ and $\eta_0$, which is of the form (5.20) (to within a rotation of the configuration by $\pi/2$ since the bubbles in Crowdy (2002) were taken to be centred on the real axis).

**Appendix E. The elliptical-pore model equations**

Here we derive the evolution equations for the ‘elliptical-pore model’ of the two-bubble system based on the general theory presented in Crowdy (2004). The ‘outer flow’ generated by the shrinking elliptical pores is assumed to be given by two point sinks, each of strength $m < 0$, at positions $\pm ic$. Thus, the outer flow is modelled by

$$u - iv = \frac{m}{2\pi(z - ic)} + \frac{m}{2\pi(z + ic)}. \quad (E1)$$
Now consider the flow near the pores. By symmetry, it is enough to consider the flow near the pore in the upper-half plane. Letting \( z = ic + \mathcal{X} \) and expanding the outer flow (E1) in powers of \( \mathcal{X} \) yields

\[
\mathbf{u} = \frac{m}{2\pi \mathcal{X}} - \frac{im}{4\pi c} + \frac{m}{2\pi} \mathcal{X} + \ldots.
\]

(E2)

Ignoring the first term on the right-hand side of (E2) which simply corresponds to the sink at \( ic \), the second term corresponds to a net velocity of the pore centroid while the third term gives the linear straining flow in which the ellipse sits. The second term yields

\[
\dot{c} = \frac{m}{4\pi c}.
\]

(E3)

Now the ‘inner problem’ is to solve for the evolution of a compressible elliptical bubble in an irrotational straining flow with strain rate

\[
k(t) = \frac{m(t)}{8\pi c(t)^2}
\]

(E4)

where this far-field behaviour is determined from the linear term in the local expansion (E2) of the outer flow field. To describe the evolution of the elliptical bubble, introduce a conformal map from a unit \( \eta \)-circle to the exterior of the elliptical bubble, i.e.

\[
z(\eta, t) = ic(t) + \frac{\alpha(t)}{\eta} + \beta(t)\eta.
\]

(E5)

The evolution equations for \( \alpha \) and \( \beta \) are given in Crowdy (2003a). They are

\[
\begin{align*}
\dot{\alpha} &= -\alpha \tilde{I}(0, \alpha, \beta), \\
\dot{\beta} &= -\beta \tilde{I}(0, \alpha, \beta) + 2k(t)\alpha
\end{align*}
\]

(E6)

where \( \tilde{I}(0, \alpha, \beta) \) is defined in (6.5). By conservation of fluid mass, \( m \) must equal the rate of change of the area of the ellipse, i.e.

\[
m = \frac{d}{dt} \left( \pi(\alpha^2 - \beta^2) \right) = 2\pi(\dot{\alpha}\alpha - \dot{\beta}\beta)
\]

(E7)

which is the equation coupling the strain rate \( k(t) \) back to the evolution of the parameters \( c(t), \alpha(t) \) and \( \beta(t) \) and allowing the model system to be closed in a self-consistent way. Substituting (E7) into (E3) gives

\[
c\dot{c} = \frac{\alpha\dot{\alpha} - \beta\dot{\beta}}{2}
\]

(E8)

which can be integrated immediately to give

\[
c^2 = \frac{\alpha^2 - \beta^2}{2} + c_1
\]

(E9)

where \( c_1 \) is some constant. For an initially circular bubble corresponding to the Möbius map (5.1) with \( \rho = \rho(0) \) it can be shown that

\[
c_1 = \frac{1 + \rho(0)^2}{4\rho(0)}.
\]

(E10)

Combining all these equations results in a closed, consistent model system given by (6.4).
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