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A.A. Kirillov (1987, 1998), D. Mumford - E. Sharon (2004), based on earlier works of L. Ahlfors - L. Bers (1960), C. Bishop, D. Hamilton (1990s).

Conformal Welding:
"shape" $\rightsquigarrow$ "fingerprint" , i.e.,
a closed, smooth, curve $\rightsquigarrow$ $\rightsquigarrow$ an orientation preserving diffeo of the circle $\mathbb{T}$.

Fingerprint


$$
\phi_{+}(\infty)=\infty ; \quad \phi_{+}^{\prime}(\infty)>0 .
$$
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## Theorem

$\mathfrak{F}$ is a bijection.

Note: The statement is false if we replace Diff $_{+}(\mathbb{T})$ by Homeo $+(\mathbb{T})$, ( $\mathfrak{F}$ is neither 1-1, nor onto).
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## D. Mumford - E. Sharon, 2004

"Constructive" Approximation to $\mathfrak{F}, \mathfrak{F}^{-1}$.

- For $\mathfrak{F}, \Phi_{-,+}$are approximated by the Schwarz - Christoffel integrals.
- For $\mathfrak{F}^{-1}, \Phi_{-,+}$are found via a series of renormalizations and by solving a Riemann - Hilbert type problem.
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Shape fingexprint - $\boldsymbol{\Psi}(\theta)$
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- $\Omega_{-}$is connected
- All zeros $\xi_{j}, j=1, \ldots, n$ and critical points of $P$ lie inside $\Omega_{-}$
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## Theorem

The fingerprint of the lemniscate $\Gamma:=\partial \Omega$ equals

$$
k:=\mathbb{T} \rightarrow \mathbb{T}, k=\Phi_{+}^{-1} \circ \Phi_{-}=\sqrt[n]{B_{1}(z)}
$$

Evolution of Bernoulli's Lemniscates

Bernoulli's Lemniscate

$$
\left|z^{2}-1\right|=r^{2}, \quad r>0
$$


$r<1$

## Evolution of Bernoulli's Lemniscates

$$
\begin{aligned}
& \text { Bernoulli)s Lemniscate } \\
& \qquad\left|z^{2}-1\right|=r^{2}, \quad r>0
\end{aligned}
$$




## Evolution of Bernoulli's Lemniscates

$$
\begin{aligned}
& \text { Bernoulli)s Lemniscate } \\
& \qquad\left|z^{2}-1\right|=r^{2}, \quad r>0
\end{aligned}
$$



## Evolution of Bernoulli's Lemniscates

$$
\begin{aligned}
& \text { Bernoulli)s Lemniscate } \\
& \qquad\left|z^{2}-1\right|=r^{2}, \quad r>0
\end{aligned}
$$



## Hilbert's theorem

D. Hilbert, 1897.

## Hilbert's theorem

D. Hilbert, 1897.

Theorem
For any closed Jordan curve $\Gamma$ and any $\epsilon>0$

## Hilbert's theorem

D. Hilbert, 1897.

Theorem
For any closed Jordan curve $\Gamma$ and any $\epsilon>0$ there exists a lemniscate $L_{\epsilon}$ such that

## Hilbert's theorem

D. Hilbert, 1897.

## Theorem

For any closed Jordan curve $\Gamma$ and any $\epsilon>0$ there exists a lemniscate $L_{\epsilon}$ such that $L_{\epsilon}$ contains $\Gamma$ in its interior and $h\left(\Gamma, L_{\epsilon}\right)<\epsilon$.

## Hilbert's theorem

D. Hilbert, 1897.

## Theorem

For any closed Jordan curve $\Gamma$ and any $\epsilon>0$ there exists a lemniscate $L_{\epsilon}$ such that $L_{\epsilon}$ contains $\Gamma$ in its interior and $h\left(\Gamma, L_{\epsilon}\right)<\epsilon$.


## Main Questions

## Main Questions



## Main Questions



Recall: Fingerprints $k$ of $n$ - lemniscates are $n$-th roots of Blaschke products $B$, i.e.

## Main Questions



Recall: Fingerprints $k$ of $n$ - lemniscates are $n$-th roots of Blaschke products $B$, i.e.

$$
k \in \operatorname{Diff}_{+}, k: \mathbb{T} \rightarrow \mathbb{T}, k=\sqrt[n]{B(z)}
$$

## Main Questions



Recall: Fingerprints $k$ of $n$ - lemniscates are $n$-th roots of Blaschke products $B$, i.e.

$$
k \in \operatorname{Diff}_{+}, k: \mathbb{T} \rightarrow \mathbb{T}, k=\sqrt[n]{B(z)}
$$

## Main Questions



Recall: Fingerprints $k$ of $n$ - lemniscates are $n$-th roots of Blaschke products $B$, i.e.

$$
k \in \operatorname{Diff}_{+}, k: \mathbb{T} \rightarrow \mathbb{T}, k=\sqrt[n]{B(z)}
$$

Questions: (i) Are such $k$ dense in $\operatorname{Diff}_{+}(\mathbb{T})$ ?

## Main Questions



Recall: Fingerprints $k$ of $n$ - lemniscates are $n$-th roots of Blaschke products $B$, i.e.

$$
k \in \operatorname{Diff}_{+}, k: \mathbb{T} \rightarrow \mathbb{T}, k=\sqrt[n]{B(z)}
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Questions: (i) Are such $k$ dense in $\operatorname{Diff}_{+}(\mathbb{T})$ ?
(ii) Does each such $k$ "fingerprint" a polynomial lemniscate?
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where $P$ is the Poisson kernel.

- Approximate $\psi^{\prime}$ by a positive harmonic polynomial
- Perform "balayage inward"
- Use the Poisson formula for $\{|z|>r, r<1\}$
- Apply (1)
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## Brouwer's theorem

Theorem
If $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ is a $1-1$ continuous map, then $f$ is open.
Applied to $\mathfrak{F}: \mathcal{P} \rightsquigarrow \mathcal{B}$,
where $\mathcal{P}$ stands for (Polynomials of degree $n) /($ Affine mappings),
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The key is the injectivity of $\mathfrak{F}$.
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## Theorem (III)

Let $\Omega_{1}, \Omega_{2}$ be (connected) n-lemniscates $\{|P|<1\},\{|Q|<1\}$. If $F: \Omega_{2} \rightarrow \Omega_{1}$ is a conformal mapping that maps nodes into nodes, then $F$ is an affine mapping, i.e., $F=A w+B$.
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## Corollary

$\#\left(C V_{\mathcal{B}}[V]\right)=n^{n-3}, n \geq 3$. For $n=2$, there is one equivalence class.
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$R$ is a rational function of degree $n . A, B$ are Blaschke products of degree $n$. Yet, $A \neq z^{n}$ as for polynomial lemniscates.
Thus, $k=A^{-1} \circ B$. Kirillov's theorem $\Rightarrow$ the converse, i.e., every such $k$ is a fingerprint of a rational lemniscate (D. Marshall, 2011).

There is no known direct proof of that fact.
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## THANK YOU!

