DETERMINISTIC CRITERIA FOR THE ABSENCE OF ARBITRAGE IN DIFFUSION MODELS

ALEKSANDAR MIJATOVIĆ AND MIKHAIL URUSOV

Abstract. We obtain a deterministic characterisation of the no free lunch with vanishing risk, the no generalised arbitrage and the no relative arbitrage conditions in the one-dimensional diffusion setting and examine how these notions of no-arbitrage relate to each other.

1. Introduction

In this paper we consider a market that consists of a money market account and a risky asset whose discounted price is given by a nonnegative process $Y$ satisfying the SDE

$$dY_t = \mu(Y_t) \, dt + \sigma(Y_t) \, dW_t, \quad Y_0 = x_0 > 0.$$  

We are interested in the notions of free lunch with vanishing risk (see Delbaen and Schachermayer [5] and [7]), generalised arbitrage (see Sin [25], Yan [26] and Cherny [1]) and relative arbitrage (see Fernholz and Karatzas [15]). In what follows we use the acronyms FLVR, GA and RA for the notions above and the acronyms NFLVR, NGA and NRA for the corresponding types of no-arbitrage.

The notion of FLVR was introduced by Delbaen and Schachermayer [5] (see also [7] and the monograph [8]) and is by now a classical notion of arbitrage in continuous-time models. We recall the definition in Section 3.1. The notion of GA was introduced independently and in different ways in Sin [25], Yan [26] and Cherny [1] (the term generalised arbitrage comes from [1]). In continuous time the approaches in [25], [26] and [1] provide a new look at no-arbitrage and the valuation of derivatives. We recall the definition in Section 3.2. The requirement of NGA is stronger than that of NFLVR, and the difference comes loosely speaking from the fact that a wider set of admissible strategies is considered when defining NGA. To obtain an intuitive understanding of the difference between these two notions consider for example the discounted price process $(Y_t)_{t \leq 1}$ that is a local martingale with $Y_0 = 1$ and $Y_1 = 0$ (hence not a martingale). There exists GA in this model and it consists of selling the asset short at time 0 and buying it back at time 1. However this model satisfies the NFLVR condition: the strategy above is non-admissible in the framework of Delbaen and Schachermayer because its wealth process $(Y_0 - Y_t)_{t \leq 1}$ is unbounded from below.
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The notion of RA was introduced within the framework of stochastic portfolio theory (SPT), proposed in recent years as a tool for analysing the observed phenomena in the equity markets and optimizing portfolio allocation in the long run (see Fernholz [13] and Fernholz and Karatzas [15]). From this viewpoint SPT resembles the benchmark approach in finance (see Platen and Heath [22]). SPT is a descriptive theory that descends from the classical portfolio theory of Harry Markowitz and in many ways departs from the well-known paradigm of dynamic asset pricing. Informally, there is \textit{arbitrage relative to the market} (or simply \textit{relative arbitrage}, RA) if there exists an investment strategy that beats the market portfolio (for more details see e.g. Fernholz, Karatzas and Kardaras [16], Fernholz and Karatzas [15] and Ruf [24]). This reduces in the one-dimensional setting considered in this paper to the existence of an investment strategy that beats the stock \(Y\). It is therefore especially interesting to examine the relation between RA and FLVR, since the latter notion is based on the related but different idea of the existence of an investment strategy that beats the money market account.

The main contribution of the present paper is that it gives deterministic necessary and sufficient conditions for the absence of FLVR, GA and RA in the diffusion model (1), all of which are expressed in terms of the drift \(\mu\) and the volatility \(\sigma\). The diffusion setting considered here is quite general as the coefficients of SDE (1) are Borel measurable functions that are only required to satisfy a weak local integrability assumption and the process \(Y\) is allowed to reach zero in finite time. Deterministic characterisation of no-arbitrage conditions is, to our knowledge, not common in the literature. The only instance known to us is the work of Delbaen and Shirakawa [9] where a necessary and sufficient condition for NFLVR is developed under more restrictive assumptions on the underlying diffusion. In fact Theorem 3.1 in this paper can be viewed as a generalisation of the characterisation result in [9] (see the remark following Theorem 3.1 for details).

One of the ingredients of the proof of Theorem 3.1 is the central theorem in [21], which characterises the martingale property of certain stochastic exponentials. It is important to stress however that Theorem 3.1 which states the deterministic necessary and sufficient condition for NFLVR, is not a simple consequence of the characterisation of the martingale property given in [21]. There are two reasons for this. The first is that the characterisation result in [21] only applies under assumption (8) in [21], which when translated into the setting of the present paper corresponds to condition (20). Theorem 3.1 applies without assuming (20). In fact the deterministic necessary and sufficient condition for NFLVR given in this theorem shows that property (20) plays a key role in determining whether a diffusion model (1) satisfies the NFLVR condition. The second reason is that even in the case where assumption (20) holds, the main result of [21] implies only the absolute continuity of the local martingale measure with respect to the original probability measures. The equivalence of measures can only be obtained as a consequence of Theorems 2.1 and 2.2 which are established in the present paper.

The related question of a (non-deterministic) characterisation of NFLVR in the class of models given by Itô processes was studied by Lyasoff [20]. In such a market model a pathwise square integrability condition (assumption (1.1) in [20]) on the market price of risk process is natural
and furthermore has to be assumed for the model to have desirable properties (e.g. if (1.1) in [20] does not hold the model allows arbitrage). However such a condition is difficult to verify if the price process is a solution of SDE (1), since the market price of risk is in this case implicitly determined by the coefficients of the SDE, which only satisfy mild local integrability assumptions. In fact a solution of SDE (1) can exist and be unique while the corresponding market price of risk does not possess the required property. Moreover the answer in [20] is given in a form that is very different from ours.

Once the deterministic necessary and sufficient conditions for the absence of various types of arbitrage have been established, we apply them to examine how these notions relate to each other. When studying the various notions of arbitrage we suppose that $Y$ does not explode at $\infty$ but may reach zero in finite time. The assumption of non-explosion at $\infty$ is natural for a stock price process. Although it may seem natural also to exclude the possibility of explosion at zero, we do not do so as such behaviour is exhibited by some models considered in the literature (e.g. the CEV model). Let the process $Z$ be the candidate for the density of the equivalent local martingale measure in our model. As we shall see, if the diffusion $Y$ reaches zero at a finite time, the process $Z$ may also reach zero, however it may also happen that $Z$ remains strictly positive. As mentioned above in order to obtain a sufficient condition for NFLVR (i.e. prove that the local martingale measure is equivalent, not just absolutely continuous) we will need to analyse when the density process $Z$ reaches zero at a finite time. This analysis is carried out in Section 2 in a slightly more general setting, which may be of interest also in other contexts. Section 3 presents the deterministic characterisation of NFLVR, NGA and NRA in model (1). In Subsection 3.4 we prove that in general NFLVR and NRA neither imply nor exclude each other, and that in the class of models given by (1), where all three notions can be defined simultaneously, the relationship

$$\text{NGA} \iff \text{NFLVR} \& \text{NRA}$$

holds. The proofs of the characterisation theorems of Sections 2 and 3.1 are given in Section 4.

2. IS THE CANDIDATE FOR THE DENSITY PROCESS STRICTLY POSITIVE?

We consider the state space $J = (l, r)$, $-\infty \leq l < r \leq \infty$ and a $J$-valued diffusion $Y = (Y_t)_{t \in [0, \infty)}$ on some filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in [0, \infty)}, P)$ driven by the SDE

$$dY_t = \mu(Y_t)\,dt + \sigma(Y_t)\,dW_t, \quad Y_0 = x_0 \in J,$$

where $W$ is an $(\mathcal{F}_t)$-Brownian motion and $\mu, \sigma: J \to \mathbb{R}$ are Borel functions satisfying the Engelbert–Schmidt conditions

$$\sigma(x) \neq 0 \quad \forall x \in J,$$

$$\frac{1}{\sigma^2}, \frac{\mu}{\sigma^2} \in L^1_{\text{loc}}(J).$$

$L^1_{\text{loc}}(J)$ denotes the class of locally integrable functions, i.e. the functions $J \to \mathbb{R}$ that are integrable on compact subsets of $J$. Under conditions (3) and (4) SDE (2) has a unique in law
(possibly explosive) weak solution (see [10], [11], or [19, Ch. 5, Th. 5.15]). By \( \zeta \) we denote the explosion time of \( Y \). In the case \( P(\zeta < \infty) > 0 \) we need to specify the behaviour of \( Y \) after explosion. In what follows we assume that the solution \( Y \) on the set \( \{ \zeta < \infty \} \) stays after \( \zeta \) at the boundary point of \( J \) at which it explodes, i.e. \( l \) and \( r \) become absorbing boundaries. We will use the following terminology:

\( Y \) explodes at \( r \) means \( P(\zeta < \infty, \lim_{t \uparrow \zeta} Y_t = r) > 0; \)

\( Y \) explodes at \( l \) is understood in a similar way.

Finally, let us note that the Engelbert–Schmidt conditions are reasonable weak assumptions. For instance, they are satisfied if \( \mu \) is locally bounded on \( J \) and \( \sigma \) is locally bounded away from zero on \( J \).

In this section we consider the stochastic exponential

\[
Z_t = \exp \left\{ \int_0^{t \wedge \zeta} b(Y_u) \, dW_u - \frac{1}{2} \int_0^{t \wedge \zeta} b^2(Y_u) \, du \right\}, \quad t \in [0, \infty),
\]

where we set \( Z_t := 0 \) for \( t \geq \zeta \) on \( \{ \zeta < \infty, \int_0^\zeta b^2(Y_u) \, du = \infty \} \). In what follows we assume that \( b \) is a Borel function \( J \to \mathbb{R} \) satisfying

\[
\frac{b^2}{\sigma^2} \in L^1_{\text{loc}}(J).
\]

In particular, \( b \) could be an arbitrary locally bounded function on \( J \). Using the occupation times formula it is easy to show that condition (6) is equivalent to

\[
\int_0^t b^2(Y_u) \, du < \infty \quad \text{P-a.s. on } \{ t < \zeta \}, \quad t \in [0, \infty).
\]

We need to assume condition (7) to ensure that the stochastic integral \( \int_0^t b(Y_u) \, dW_u \) is well-defined on \( \{ t < \zeta \} \), which is equivalent to imposing (6) on the function \( b \). Thus the defined process \( Z = (Z_t)_{t \in [0, \infty)} \) is a nonnegative continuous local martingale (continuity at time \( \zeta \) on the set \( \{ \zeta < \infty, \int_0^\zeta b^2(Y_u) \, du = \infty \} \) follows from the Dambis–Dubins–Schwarz theorem; see [23, Ch. V, Th. 1.6 and Ex. 1.18]).

As a nonnegative local martingale \( Z \) is a supermartingale. Hence, it has a finite limit \( Z_\infty = (\text{P-a.s.}) \lim_{t \to \infty} Z_t \). In Theorem 2.1 below we give a deterministic necessary and sufficient condition for \( Z_\infty \) to be strictly positive. In Theorem 2.2 we present a deterministic criterion for \( Z_\infty > 0 \) P-a.s. Let us note that the condition \( Z_\infty > 0 \) P-a.s. implies strict positivity of \( Z \) as, clearly, \( Z \) stays at zero after it hits zero. Finally, in Theorem 2.3 we provide a criterion for \( Z_\infty = 0 \) P-a.s.

Before we formulate these results let us introduce some notation. Let \( \tilde{J} := [l, r] \). Let us fix an arbitrary \( c \in J \) and set

\[
\rho(x) = \exp \left\{ -\int_c^x \frac{2\mu}{\sigma^2}(y) \, dy \right\}, \quad x \in J,
\]

\[
s(x) = \int_c^x \rho(y) \, dy, \quad x \in \tilde{J}.
\]
Note that $s$ is the scale function of diffusion (2). By $L^1_{\text{loc}}(r-)$ we denote the class of Borel functions $f: J \to \mathbb{R}$ such that $\int_x^r |f(y)| \, dy < \infty$ for some $x \in J$. Similarly we introduce the notation $L^1_{\text{loc}}(l+)$.

Let us recall that the process $Y$ explodes at the boundary point $r$ if and only if
\[(10)\] $s(r) < \infty$ and $\frac{s(r) - s}{\rho \sigma^2} \in L^1_{\text{loc}}(r-)$. This is Feller's test for explosions (see e.g. [2, Sec. 4.1] or [19, Ch. 5, Th. 5.29]). Similarly, $Y$ explodes at the boundary point $l$ if and only if
\[(11)\] $s(l) > -\infty$ and $\frac{s - s(l)}{\rho \sigma^2} \in L^1_{\text{loc}}(l+)$. We say that the endpoint $r$ of $J$ is good if
\[(12)\] $s(r) < \infty$ and $\frac{(s(r) - s)b^2}{\rho \sigma^2} \in L^1_{\text{loc}}(r-)$. We say that the endpoint $l$ of $J$ is good if
\[(13)\] $s(l) > -\infty$ and $\frac{(s - s(l))b^2}{\rho \sigma^2} \in L^1_{\text{loc}}(l+)$. If $l$ or $r$ is not good, we call it bad.

In the following theorem let $T \in (0, \infty)$ be a fixed finite time.

**Theorem 2.1.** Let the functions $\mu$, $\sigma$ and $b$ satisfy conditions (3), (4) and (6), and $Y$ be a (possibly explosive) solution of SDE (2). Then we have $Z_T > 0$ P-a.s. if and only if at least one of the conditions (a)–(b) below is satisfied AND at least one of the conditions (c)–(d) below is satisfied:

(a) $Y$ does not explode at $r$, i.e. (10) is not satisfied;
(b) $r$ is good, i.e. (12) is satisfied;
(c) $Y$ does not explode at $l$, i.e. (11) is not satisfied;
(d) $l$ is good, i.e. (13) is satisfied.

**Remark.** Clearly, the process $Z$ stays at zero after it hits zero. Therefore, the condition $Z_T > 0$ P-a.s. is equivalent to the condition that the process $(Z_t)_{t \in [0, T]}$ is P-a.s. strictly positive. Furthermore, since none of conditions (a)–(d) of Theorem 2.1 involve $T$, the criterion in Theorem 2.1 is also the criterion for ascertaining that the process $(Z_t)_{t \in [0, \infty)}$ is P-a.s. strictly positive.

**Theorem 2.2.** Under the assumptions of Theorem 2.1 we have $Z_\infty > 0$ P-a.s. if and only if at least one of the conditions (A)–(D) below is satisfied:

(A) $b = 0$ a.e. on $J$ with respect to the Lebesgue measure;
(B) $r$ is good and $s(l) = -\infty$;
(C) $l$ is good and $s(r) = \infty$;
(D) $l$ and $r$ are good.

**Remark.** Condition (A) cannot be omitted here. Indeed, if $J = \mathbb{R}$, $b \equiv 0$ and $Y = W$, then $Z \equiv 1$, so $Z_\infty > 0$ a.s., but none of conditions (B), (C) and (D) hold because $s(-\infty) = -\infty$ and $s(\infty) = \infty$ (and hence neither endpoint is good).
Theorem 2.3. Under the assumptions of Theorem 2.1 we have $Z_\infty = 0$ $\mathbb{P}$-a.s. if and only if both conditions (i) and (ii) below are satisfied:

(i) $b$ is not identically zero (with respect to the Lebesgue measure);
(ii) $l$ and $r$ are bad.

Condition (i) cannot be omitted here (see the remark following Theorem 2.2).

The proofs of Theorems 2.1, 2.2 and 2.3 are based on the notion of separating time and will be given in Section 4.

To apply the theorems above we need to check in specific situations whether the endpoints $l$ and $r$ are good. Below we quote two remarks, proved in [21], that can facilitate these checks and will be used in the sequel. Let us consider an auxiliary $J$-valued diffusion $\tilde{Y}$ governed by the SDE

\begin{equation}
\label{14}
d\tilde{Y}_t = (\mu + b\sigma)(\tilde{Y}_t) \, dt + \sigma(\tilde{Y}_t) \, d\tilde{W}_t, \quad \tilde{Y}_0 = x_0,
\end{equation}

on some probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, (\tilde{\mathcal{F}}_t)_{t \in [0, \infty)}, \tilde{\mathbb{P})}$. SDE (14) has a unique in law (possibly explosive) weak solution because the Engelbert–Schmidt conditions (3) and (4) are satisfied for the coefficients $\mu + b\sigma$ and $\sigma$ (note that $b/\sigma \in L^1_{\text{loc}}(J)$ holds due to (6)). As in the case of SDE (2) we denote the explosion time of $\tilde{Y}$ by $\tilde{\zeta}$ and apply the same convention as before: on the set \{\tilde{\zeta} < \infty\} the solution $\tilde{Y}$ stays after $\tilde{\zeta}$ at the boundary point at which it explodes. Similarly to the notations $s$ and $\rho$ let us introduce the notation $\tilde{s}$ for the scale function of diffusion (14) and $\tilde{\rho}$ for the derivative of $\tilde{s}$.

Remarks. (i) Under condition (6) the endpoint $r$ of $J$ is good if and only if

\begin{equation}
\label{15}
\tilde{s}(r) < \infty \quad \text{and} \quad \frac{(\tilde{s}(r) - \tilde{s})b^2}{\tilde{\rho}\sigma^2} \in L_{\text{loc}}^1(r^{-}).
\end{equation}

Under condition (6) the endpoint $l$ of $J$ is good if and only if

\begin{equation}
\label{16}
\tilde{s}(l) > -\infty \quad \text{and} \quad \frac{(\tilde{s} - \tilde{s}(l))b^2}{\tilde{\rho}\sigma^2} \in L_{\text{loc}}^1(l^{+}).
\end{equation}

When the auxiliary diffusion (14) has a simpler form than the initial diffusion (2), it may be easier to check (15) and (16) rather than (12) and (13).

(ii) The endpoint $r$ (resp. $l$) is bad whenever one of the processes $Y$ and $\tilde{Y}$ explodes at $r$ (resp. at $l$) and the other does not. This is helpful because one can sometimes immediately see that, for example, $Y$ does not explode at $r$ while $\tilde{Y}$ does. In such a case one concludes that $r$ is bad without having to check either (12) or (15).

In this paper we will need to apply Theorem 2.1 from [21] several times. Each time some work needs to be done to check certain conditions in that theorem. For the reader’s convenience we quote that result below.

Theorem 2.4. Under the assumptions of Theorem 2.1 the process $Z$ is a martingale if and only if at least one of the conditions (a’) and (b) is satisfied AND at least one of the conditions (c’)
and (d) is satisfied, where conditions (b) and (d) are those from Theorem 2.1 and conditions (a') and (c') are given below:

(a') $\tilde{Y}$ does not explode at $r$;
(c') $\tilde{Y}$ does not explode at $l$.

Example 2.5. In this example we demonstrate how the theorems of this section can be applied in practice. Consider a generalised constant elasticity of variance (CEV) process that is given by the SDE

$$dY_t = \mu_0 Y_t^\alpha dt + \sigma_0 Y_t^\beta dW_t, \quad Y_0 = x_0 \in J := (0, \infty), \quad \alpha, \beta \in \mathbb{R}, \quad \mu_0 \in \mathbb{R} \setminus \{0\}, \quad \sigma_0 > 0.$$  

Note that the drift and volatility functions in (17) satisfy the conditions in (3) and (4). We are interested in the stochastic exponential

$$Z_t = \exp \left\{ -\frac{\mu_0}{\sigma_0} \int_0^t Y_u^{\alpha-\beta} dW_u - \frac{1}{2} \frac{\mu_0^2}{\sigma_0^2} \int_0^t Y_u^{2\alpha-2\beta} du \right\}, \quad t \in [0, \infty),$$

where we set $Z_t := 0$ for $t \geq \zeta$ on $\{\zeta < \infty, \int_0^\zeta Y_u^{2\alpha-2\beta} du = \infty\}$, which is the process of (5) with $b(x) := -\mu_0 x^{\alpha-\beta}/\sigma_0$ (clearly, (6) is satisfied). Note that the auxiliary diffusion $\tilde{Y}$, given by (14), in this case follows the driftless SDE $d\tilde{Y}_t = \sigma_0 \tilde{Y}_t^\beta d\tilde{W}_t$, $\tilde{Y}_0 = x_0$.

We now apply the above results to determine whether the process $Z$ and its limit $Z_\infty$ are strictly positive $\mathbb{P}$-a.s. Let us note that the case $\mu_0 = 0$ is trivial and therefore excluded in (17). Since $\tilde{Y}$ has no drift, we may take $\tilde{\rho} = 1$ and $\tilde{s}(x) = x$. It follows from (15) and (16) that $\infty$ is always a bad boundary point and that $0$ is a good boundary point if and only if $\alpha + 1 > 2\beta$.

Theorem 2.3 implies that $Z_\infty = 0$ $\mathbb{P}$-a.s. if and only if $\alpha + 1 \leq 2\beta$. Let us consider the following three cases.

Case 1: $\alpha + 1 < 2\beta$. A simple computation shows that $s(\infty) = \infty$, hence $Y$ does not explode at $\infty$. By Theorem 2.1 the process $Z = (Z_t)_{t \in [0, \infty)}$ is $\mathbb{P}$-a.s. strictly positive if and only if $Y$ does not explode at $0$. Another simple computation yields that the latter holds if and only if $\mu_0 > 0$ or $\alpha \geq 1$.

Case 2: $\alpha + 1 = 2\beta$. At first we find that $Y$ explodes at $0$ if and only if $\beta < 1$ (equivalently, $\alpha < 1$) and $2\mu_0 < \sigma_0^2$; $Y$ explodes at $\infty$ if and only if $\alpha > 1$ (equivalently, $\beta > 1$) and $2\mu_0 > \sigma_0^2$. By Theorem 2.1 $Z$ is $\mathbb{P}$-a.s. strictly positive if and only if $(\alpha - 1)(\sigma_0^2 - 2\mu_0) \geq 0$.

Case 3: $\alpha + 1 > 2\beta$. Theorem 2.1 implies that $Z$ is $\mathbb{P}$-a.s. strictly positive if and only if $Y$ does not explode at $\infty$. The latter holds if and only if $\mu_0 < 0$ or $\alpha \leq 1$. Theorem 2.2 yields that $Z_\infty > 0$ $\mathbb{P}$-a.s. if and only if $s(\infty) = \infty$, and the latter, in turn, holds if and only if $\mu_0 < 0$.

These findings are summarised in Table 1. Finally, let us mention that this example complements Example 3.2 in [21], where it is studied for which parameter values $Z$ is a strict local martingale, a martingale, and a uniformly integrable martingale.
3. Several notions of arbitrage

Let us consider the state space $J = (0, \infty)$ and a $J$-valued diffusion $Y = (Y_t)_{t \in [0, \infty)}$ on some filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in [0, \infty)}, P)$ driven by the SDE

\[(19)\quad dY_t = \mu(Y_t) \, dt + \sigma(Y_t) \, dW_t, \quad Y_0 = x_0 > 0,
\]

where $W$ is an $(\mathcal{F}_t)$-Brownian motion and $\mu, \sigma$ are Borel functions $J \to \mathbb{R}$. The filtration $(\mathcal{F}_t)$ is assumed to be right-continuous. The process $Y$ represents the discounted price process of an asset. In this section we assume the following:

(A) $\sigma(x) \neq 0 \ \forall x \in J$;
(B) $1/\sigma^2 \in L^1_{\text{loc}}(J)$;
(C) $\mu/\sigma^2 \in L^1_{\text{loc}}(J)$;
(D) $Y$ does not explode at $\infty$.

Conditions (A)–(C) are the Engelbert–Schmidt conditions, which guarantee that (19) has a unique in law (possibly explosive) weak solution. As before, we assume that $Y$ is stopped after the explosion time $\zeta$. Assumption (D) for the price process $Y$ is quite natural.

Below we present deterministic criteria in terms of $\mu$ and $\sigma$ for NFLVR, NGA and NRA and examine how these notions relate to each other. Let us first introduce the conditions

\[(20)\quad \frac{\mu^2}{\sigma^4} \in L^1_{\text{loc}}(J),
\]

\[(21)\quad \frac{x\mu^2(x)}{\sigma^4(x)} \in L^1_{\text{loc}}(0+),
\]

\[(22)\quad \frac{x}{\tilde{\sigma}^2(x)} \notin L^1_{\text{loc}}(0+),
\]

which will be used below, and explain their meaning. A natural candidate for the density of an equivalent martingale measure is the process $Z$ of (5) with $b := -\mu/\sigma$. Condition (20) is then just a reformulation of condition (6) for the specific choice of $b$. Note that we do not assume in this section that (20) holds (only a weaker condition (C) is assumed). In the case where (20) does hold, condition (21) is satisfied if and only if the boundary point 0 is good. Indeed, the auxiliary diffusion of (14) is now driven by the driftless SDE $d\tilde{Y}_t = \sigma(\tilde{Y}_t) \, d\tilde{W}_t$, hence we can take $\tilde{\rho} \equiv 1$ and $\tilde{s}(x) = x$, which clearly reduces (16) to (21). Finally, condition (22) holds if and only if the driftless auxiliary diffusion $\tilde{Y}$ does not explode at 0 (see (11)).

<table>
<thead>
<tr>
<th>Case</th>
<th>$Z = (Z_t)_{t \in [0, \infty)}$</th>
<th>$Z_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha + 1 &lt; 2\beta$</td>
<td>$Z_t &gt; 0$ P-a.s. $\iff$ $\mu_0 &gt; 0$ or $\alpha \geq 1$</td>
<td>$Z_\infty = 0$ P-a.s.</td>
</tr>
<tr>
<td>$\alpha + 1 = 2\beta$</td>
<td>$Z_t &gt; 0$ P-a.s. $\iff (\alpha - 1)(\sigma^2_0 - 2\mu_0) \geq 0$</td>
<td>$Z_\infty = 0$ P-a.s.</td>
</tr>
<tr>
<td>$\alpha + 1 &gt; 2\beta$</td>
<td>$Z_t &gt; 0$ P-a.s. $\iff$ $\mu_0 &lt; 0$ or $\alpha \leq 1$</td>
<td>always $P(Z_\infty &gt; 0) &gt; 0$; $Z_\infty &gt; 0$ P-a.s. $\iff$ $\mu_0 &lt; 0$</td>
</tr>
</tbody>
</table>
3.1. Free lunch with vanishing risk. We first recall the definition of NFLVR introduced by Delbaen and Schachermayer in [5]. Let an $\mathbb{R}^d$-valued semimartingale $S = (S_t)_{t \in [0,T]} = (S^1_t, \ldots, S^d_t)_{t \in [0,T]}$ be a model for discounted prices of $d$ assets. The time horizon $T$ is finite or infinite and in the case $T = \infty$ we understand $[0,T]$ as $[0,\infty)$. An $\mathbb{R}^d$-valued predictable process $H = (H_t)_{t \in [0,T]} = (H^1_t, \ldots, H^d_t)_{t \in [0,T]}$ is called a (trading) strategy in the model $S$ if the stochastic integral $(H \cdot S_t)_{t \in [0,T]} := (\int^t_0 H_u \, dS_u)_{t \in [0,T]}$ is well-defined. Here $H^i_t$ is interpreted as the number of assets of type $i$ that an investor holds at time $t$. The process $x \mathcal{H} = H \cdot S$, $x \in \mathbb{R}$, is the (discounted) wealth process of the trading strategy $H$ with the initial capital $x$. A strategy $H$ is called admissible if there exists a nonnegative constant $c$ such that

$$H \cdot S_t \geq -c \quad \text{a.s.} \quad \forall t \in [0,T].$$

Condition (23) rules out economically infeasible risky strategies which attempt to make a certain final gain by allowing an unbounded amount of loss in the meantime. The convex cone of contingent claims attainable from zero initial capital is given by

$$K := \{ H \cdot S_T \mid H \text{ is admissible and if } T = \infty, then H \cdot S_\infty := \lim_{t \to \infty} H \cdot S_t \text{ exists a.s.} \}.$$

Let $C$ be the set of essentially bounded random variables that are dominated by the attainable claims in $K$. In other words let

$$C := \{ g \in L^\infty \mid \exists f \in K \text{ such that } g \leq f \text{ a.s.} \}.$$

We say that the model $S$ satisfies the NFLVR condition if

$$\mathcal{C} \cap L^\infty_+ = \{0\},$$

where $\mathcal{C}$ denotes the closure of $C$ in $L^\infty$ with respect to the norm topology and $L^\infty_+$ denotes the cone of non-negative elements in $L^\infty$.

The fact that the closure in equation (24) is in the topology induced by the norm (and not in some weak topology) has financial significance. Assume that there is FLVR in the model $S$. Then there exists an element $g \in L^\infty_+ \setminus \{0\}$ and a sequence of bounded contingent claims $(g_n)_{n \in \mathbb{N}}$, which is almost surely dominated by a sequence of attainable claims $(f_n)_{n \in \mathbb{N}}$ in $K$ (i.e. $g_n \leq f_n$ a.s.) and $f_n = H^n \cdot S_T$ where $H^n$ is an admissible strategy for all $n \in \mathbb{N}$), such that

$$\lim_{n \to \infty} \|g - g_n\|_\infty = 0,$$

where $\| \cdot \|_\infty$ is the essential supremum norm on $L^\infty$. In particular the sequences $(f_n \wedge 0)_{n \in \mathbb{N}}$ and $(g_n \wedge 0)_{n \in \mathbb{N}}$ tend to zero uniformly. This implies that the risks of the admissible trading strategies $(H^n)_{n \in \mathbb{N}}$, that correspond to the attainable claims $(f_n)_{n \in \mathbb{N}}$, vanish with increasing $n$. It is this interpretation of the definition of NFLVR that makes it economically meaningful.

The main result in [7], which is a generalisation of the main result in [5], states that such a model $S$ satisfies NFLVR if and only if there exists an equivalent sigma-martingale measure for $S$. Together with the Ansel-Stricker lemma this implies that if each component of $S$ is locally bounded.

---

1See [17] Ch III, Sec. 6c for the definition of vector stochastic integrals with semimartingale integrators and integrands that are not necessarily locally bounded.
bounded from below, then NFLVR holds if and only if there exists an equivalent local martingale measure for $S$. For further discussions we refer to [8] and the references therein.

In our setting the solution $Y$ of SDE (19), which does not explode at $\infty$ but might explode at $0$, is a real-valued nonnegative semimartingale and therefore satisfies NFLVR if and only if there exists a probability measure $Q \sim P$ such that $(Y_t)_{t \in [0,T]}$ is an $(\mathcal{F}_t, Q)$-local martingale. We first characterise NFLVR in the model $Y$ on a finite time horizon.

**Theorem 3.1.** Under assumptions (A)–(D) the market model (19) satisfies NFLVR on a finite time interval $[0, T]$ if and only if at least one of the conditions (a)–(b) below is satisfied:

(a) conditions (20) and (21) hold;
(b) conditions (20) and (22) hold, and $Y$ does not explode at $0$.

Let $s$ be the scale function of diffusion (19) and $\rho$ the derivative of $s$ (see (8) and (9)).

**Remark.** Theorem 3.1 generalises one of the results in [9], where NFLVR on a finite time interval is characterised under stronger assumptions using techniques different to the ones employed here. Namely, in [9] the authors work in the canonical setting (essentially this means that their filtration is generated by $Y$) and assume additionally that functions $\mu$, $\sigma$ and $1/\sigma$ are locally bounded on $J$. In particular in their setting (20) is automatically satisfied. In this case they obtain that NFLVR holds if and only if either (a’) or (b’) below is satisfied:

(a’) (21) holds, (22) is violated, $Y$ explodes at 0, and $\frac{(s-s(0))\mu^2}{\rho^4} \in L^1_{\text{loc}}(0+)$$;$$2$

(b’) (22) holds and $Y$ does not explode at 0.

Since the criterion “(a) or (b)” of Theorem 3.1 looks different from the criterion “(a’) or (b’)” in [9], we need to prove that under (20) both criteria are equivalent. We have already observed that under (20) condition (21) means that the endpoint 0 is good, i.e. condition (21) is equivalent to the pair $s(0) > -\infty$ and $\frac{(s-s(0))\mu^2}{\rho^4} \in L^1_{\text{loc}}(0+)$. Now the desired equivalence of the two criteria follows from Lemma 3.2 below.

**Lemma 3.2.** Under assumptions (A)–(C) we have the following implication. If (20) and (21) hold, then one of the conditions (i) and (ii) below is satisfied:

(i) (22) holds and $Y$ does not explode at 0;
(ii) (22) is violated and $Y$ explodes at 0.

This lemma is a consequence of remark (ii) preceding Theorem 2.4 (see also the discussion following conditions (20)–(22)).

In the case of a non-explosive $Y$ Theorem 3.1 takes the simpler form of Corollary 3.3.

**Corollary 3.3.** Suppose that (A)–(D) hold and $Y$ does not explode at 0. Then the market model (19) satisfies NFLVR on a finite time interval $[0, T]$ if and only if conditions (20) and (22) are satisfied.

The proof follows immediately from Theorem 3.1 and Lemma 3.2.

Finally, we characterise NFLVR on the infinite time horizon.

---

2 Note that $s(0) > -\infty$ here because $Y$ explodes at 0.
Theorem 3.4. Under assumptions (A)–(D) the market model (19) satisfies NFLVR on the time interval \([0, \infty)\) if and only if conditions (20) and (21) hold and \(s(\infty) = \infty\).

The proofs of Theorems 3.1 and 3.4 require additional concepts and notation and are given in Section 4.

3.2. Generalised arbitrage. Sin [25] and Yan [26] introduced some strengthenings of NFLVR in continuous time model with a finite number of assets and a finite time horizon, and proved that their no-arbitrage notions are equivalent to the existence of an equivalent martingale measure (not just a sigma-martingale measure or a local martingale one). Later Cherny [1] introduced the notion of NGA in a certain general setting including, in particular, continuous time model with a finite number of assets. In the latter setting Cherny’s characterisation of NGA coincides with Sin’s and Yan’s characterisations. Thus, Sin’s and Yan’s no-arbitrage notions may be termed NGA as well.

We first recall the definition of NGA from [1] and do it only in continuous time model with a finite number of assets. This will make clear the difference with NFLVR. Let a model for discounted prices of \(d\) assets be an \(\mathbb{R}^d\)-valued adapted càdlàg process \(S = (S_t)_{t \in [0,T]}\) with non-negative components. The time horizon \(T\) is finite or infinite. In the case \(T = \infty\) we understand \([0, T] \) as \([0, \infty)\) and assume\(^3\) that the limit \(S_\infty := \lim_{t \to \infty} S_t\) exists in \(\mathbb{R}^d\). We consider the set of \(\mathbb{R}^d\)-valued simple predictable trading strategies \(H = (H_t)_{t \in [0,T]}\), i.e. the processes of the form

\[
H = \sum_{k=1}^N h_{k-1} I_{[\tau_{k-1}, \tau_k]},
\]

where \(N \in \mathbb{N}, 0 \leq \tau_0 \leq \cdots \leq \tau_N \leq T\) are stopping times, and \(h_{k-1}\) are \(\mathbb{R}^d\)-valued \(\mathcal{F}_{\tau_{k-1}}\)-measurable random variables. Here the set of contingent claims attainable from zero initial capital is given by

\[
K := \{H \cdot S_T \mid H \text{ is a simple strategy},
\]

where the “stochastic integral” \(H \cdot S\) is understood in the obvious way (in the case \(T = \infty\) no problems arise due to our assumption on \(S\)). At this point one can see that short selling in a market model that is not bounded from above (e.g. the Black–Scholes model) is allowed — something that is not admissible in the context of NFLVR. Now let

\[
C := \{h \in L^\infty \mid \exists f \in K \text{ such that } h \leq f/Z_0 \text{ a.s.}\}
\]

with \(Z_0 := 1 + \sum_{i=1}^d S_T^i\) (\(S^i\) is the \(i\)-th component of \(S\)). The model \(S\) satisfies NGA if

\[
C^\cup \cap L^\infty = \{0\},
\]

\(^3\)This assumption is superfluous but the definition of NGA looks much more technical without it. On the other hand it turns out that NGA on \([0, \infty)\) does not hold whenever that assumption is violated; see Section 5 in [1]. Since we are just recalling the definition of NGA here and want to make it transparent, it is natural to take that assumption now. In what follows we will use only a characterisation of NGA on \([0, \infty)\) (Corollary 5.2 in [1]), which applies regardless of whether that assumption does or does not hold.
where $C^s$ denotes the closure of $C$ in the topology $\sigma(L^\infty, L^1)$ on $L^\infty$ (the weak-star topology).

The ramification of the fact that the closure in (26) is taken with respect to the weak-star topology and not the topology induced by the norm on $L^\infty$ is that it might not be possible to construct a countable sequence of the simple trading strategies (25) that can exploit the existence of generalised arbitrage in the model (it is of course always possible to find a net, i.e. a generalised sequence, of elements in $C$ that converge in the weak-star topology to a nonnegative payoff, strictly positive with a positive probability). This perhaps makes the notion of GA less economically meaningful. However the mathematical characterisation of NGA is very transparent. It is proved in [1] that under the assumptions above the model $S$ of GA is less economically meaningful. However the mathematical characterisation of NGA is very transparent. It is proved in [1] that under the assumptions above the model $S$ satisfies NGA if and only if there exists an equivalent probability measure under which the process $S = (S_t)_{t \in [0,T]}$ is a uniformly integrable martingale.\footnote{If $T$ is finite, this is of course equivalent to the existence of an equivalent probability measure under which $S$ is a martingale.}

In particular, NGA implies NFLVR.

Let us now characterise NGA on a finite time horizon in the model $Y = (Y_t)_{t \in [0,T]}$ given by SDE (19).

**Theorem 3.5.** Under assumptions (A)–(D) the market model (19) satisfies NGA on a finite time interval $[0,T]$ if and only if NFLVR holds on $[0,T]$ (see Theorem 3.1 and Corollary 3.3) and $x/\sigma^2(x) \notin L^1_{loc}(\infty-)$. 

**Proof.** 1) Suppose that we have NGA on $[0,T]$. This means that there exists a probability measure $Q \sim P$ such that $(Y_t)_{t \in [0,T]}$ is an $(\mathcal{F}_t, Q)$-martingale. Then the process

$$W_t := \int_0^t \frac{1}{\sigma(Y_s)} dY_s = W_t + \int_0^t \frac{\mu(Y_s)}{\sigma(Y_s)} ds, \quad t \in [0, \zeta \land T),$$

is a continuous $(\mathcal{F}_t, Q)$-local martingale on the stochastic interval $[0, \zeta \land T)$ with $(W', W')_t = t, t \in [0, \zeta \land T)$, hence an $(\mathcal{F}_t, Q)$-Brownian motion stopped at $\zeta \land T$. In other words there exists a Brownian motion $B$, possibly defined on an enlargement of the initial probability space, such that, when stopped at the stopping time $\zeta \land T$, it satisfies $B^{\zeta \land T} = W'$ (see [23, Ch. V, Th. 1.6]).

Thus, under $Q$ the process $(Y_t)_{t \in [0,T]}$ satisfies the SDE

$$dY_t = \sigma(Y_t) dB_t, \quad Y_0 = x_0,$$

because by definition the process $(Y_t)_{t \in [0,T]}$ is stopped after the explosion time $\zeta$. Since $(Y_t)_{t \in [0,T]}$ is a true martingale under $Q$, we get $x/\sigma^2(x) \notin L^1_{loc}(\infty-)$ by Corollary 4.3 in [21]. It remains to recall that NGA implies NFLVR.

2) Conversely, assume that NFLVR holds on $[0,T]$ and $x/\sigma^2(x) \notin L^1_{loc}(\infty-)$. Then there exists a probability measure $Q \sim P$ such that $(Y_t)_{t \in [0,T]}$ is an $(\mathcal{F}_t, Q)$-local martingale. A similar argument to the one above implies that $(Y_t)_{t \in [0,T]}$ satisfies SDE (19) under $Q$. By Corollary 4.3 in [21], the condition $x/\sigma^2(x) \notin L^1_{loc}(\infty-)$ guarantees that $(Y_t)_{t \in [0,T]}$ is an $(\mathcal{F}_t, Q)$-martingale. This concludes the proof.

\hfill $\square$
In contrast to the finite time horizon case described by Theorem 3.5 in our setting GA is always present on the infinite time horizon.

**Proposition 3.6.** Under assumptions (A)–(D) there always exists GA in the market model \([19]\) on the time interval \([0, \infty)\).

**Proof.** Assume that NGA holds. Then there exists a probability measure \(Q \sim P\) such that \((Y_t)_{t \in [0, \infty)}\) is a uniformly integrable \((\mathcal{F}_t, Q)\)-martingale. But under \(Q\) the process \((Y_t)_{t \in [0, \infty)}\) satisfies SDE \([27]\), hence, by Corollary 4.3 in \([21]\), it cannot be a uniformly integrable \((\mathcal{F}_t, Q)\)-martingale. This contradiction concludes the proof. \(\square\)

### 3.3. Arbitrage relative to the market

We first recall the definition of relative arbitrage using the terminology and notations introduced in the beginning of Section 3.1. The concept of RA appears in the context of stochastic portfolio theory (SPT). In SPT it is typically assumed that asset prices are strictly positive Itô processes. Thus, we consider here a RA appears in the context of stochastic portfolio theory (SPT). In SPT it is typically assumed that above. Here \(H_i\) is interpreted as the number of assets of type \(i\) that an investor holds at time \(t\); then the wealth in the money market is determined automatically by the condition that the strategy is self-financing. In the literature on SPT a strategy with the initial capital \(v > 0\) is \(\pi = (\pi^i_1, \ldots, \pi^i_{d(t)})_{t \in [0, T]}\), where \(\pi^i_1\) represents the proportion of total wealth \(V^i_{t,x}\) invested at time \(t\) in the \(i\)-th asset; then the proportion of total wealth invested in the money market at time \(t\) is just \(1 - \sum_{j=1}^{d} \pi^j_i\) (note that \(\pi^i\) and \(1 - \sum_{j=1}^{d} \pi^j\) are allowed to take negative values).

It is easy to check that the set of the strategies \((\pi, \pi)\) in the latter sense coincides with the set of the strategies \((x, H)\) with strictly positive wealth. That is why we prefer not to introduce new notations, but rather to consider strategies \((x, H)\) as in the beginning of Section 3.1 with strictly positive wealth.

The market portfolio is the strategy \(H^M = (1, \ldots, 1)\) with the initial capital \(\sum_{i=1}^{d} S_i\), so that its wealth process \(V^M\) is given by the formula \(V^M = \sum_{i=1}^{d} S_i\). The terminology becomes clear if we assume that the stock prices \(S_i, i = 1, \ldots, d\), are normalized in such a way that each stock has always just one share outstanding; then \(S_i\) is interpreted as the capitalization of the \(i\)-th company at time \(t\) and \(V^M_t\) as the total capitalization of the market at time \(t\).

We now state the definition of RA as given in [12]. There is arbitrage relative to the market (or simply RA) in the model \(S\) if there exists a strategy with a strictly positive wealth process \(V\) that beats the market portfolio, i.e. \(V_0 = V^M_0, V_T \geq V^M_T\) a.s., and \(P(V_T > V^M_T) > 0\). Let us finally note that if some strategy \((V^M_0, H)\) realises RA in the model \(S\), we cannot conclude that the strategy \((0, H - H^M)\) realises FLVR because the latter strategy may be non-admissible, i.e. condition \([23]\) may be violated.
Our goal is to characterise the absence of RA on a fixed finite time interval \([0,T]\) in the model \(Y\) given by SDE (19). Let us note that in our one-dimensional situation existence of RA means existence of a strategy with a strictly positive wealth that beats the stock \(Y\). To put ourselves in the framework of SPT we suppose that (A), (B), (C’) and (D’) hold, where

- (C’) \(\mu^2/\sigma^4 \in L^1_{\text{loc}}(J)\);
- (D’) \(Y\) explodes neither at 0 nor at \(\infty\).

As it was mentioned above strictly positive asset prices are considered in SPT; so we arrive to (D’). Assumption (C’) is, by the occupation times formula, equivalent to

\[
\int_0^T \frac{\mu^2}{\sigma^2}(Y_u) \, du < \infty \quad P\text{-a.s.,}
\]

and condition (28) is usually assumed in the literature as well. For further details see e.g. [14], [16], [15], [12], and [24].

Let 

\[ F_Y^t := \bigcap_{\varepsilon > 0} \sigma(Y_s \mid s \in [0,t+\varepsilon]) \]

be the right-continuous filtration generated by \(Y\). Let us consider the exponential local martingale

\[
Z_t = \exp \left\{ - \int_0^t \frac{\mu}{\sigma}(Y_u) \, dW_u - \frac{1}{2} \int_0^t \frac{\mu^2}{\sigma^2}(Y_u) \, du \right\},
\]

where \(W\) is the driving Brownian motion in (19). By Itô’s formula we get that the process \(ZY = (Z_tY_t)_{t \in [0,T]}\) is an \((F_t)\)-local martingale.

**Lemma 3.7.** Under assumptions (A), (B), (C’) and (D’) the market model (19) satisfies NRA on \([0,T]\) if and only if \(ZY\) is an \((F_t)\)-martingale on \([0,T]\).

**Remark.** This statement was first observed by Fernholz and Karatzas in a different situation (see Section 6 in [12]). To apply their result we need the following representation property: all \((F_t)\)-local martingales can be represented as stochastic integrals with respect to \(W\). In general the latter property does not hold in our setting because the filtration \((F_t)\) is allowed to be strictly greater than \((F^Y_t)\) (note also that \(W\) is adapted to \((F^Y_t)\) because \(\sigma\) does not vanish); so we cannot just refer to Section 6 in [12]. However, a part of the proof below will be similar to the argumentation in [12] (it is needed to make the proof self-contained).

**Proof.** 1) At first let us assume that \(ZY\) is an \((F_t)\)-martingale on \([0,T]\) and take a strategy \((x_0, H)\) with a strictly positive wealth process \(V_t = x_0 + \int_0^t H_u \, dY_u\) satisfying \(V_T \geq Y_T\) \(P\text{-a.s.}\) (recall that \(Y_0 = x_0\), so we have also \(V_0 = Y_0\)). By Itô’s formula the process \(ZV\) is an \((F_t)\)-local martingale starting from \(x_0\). As a positive local martingale it is a supermartingale. We have

\[ x_0 \geq E_Z T V_T \geq E_Z T Y_T = x_0, \]

hence \(V_T = Y_T\) \(P\text{-a.s.}\). Thus, NRA on \([0,T]\) holds.

2) Let us now suppose that the process \(ZY\) is not an \((F_t)\)-martingale on \([0,T]\). As a positive local martingale it is a supermartingale, hence \(x := E_Z T Y_T < x_0\). Let us consider a strictly positive \((F^Y_t)\)-martingale

\[ M_t := E(Z_T Y_T \mid F^Y_t) \]
and an \((\mathcal{F}_t^Y)\)-local martingale
\[ L_t := Y_t - x_0 - \int_0^t \mu(Y_u) \, du. \]
The latter is an \((\mathcal{F}_t^Y)\)-local martingale as a continuous \((\mathcal{F}_t)\)-local martingale adapted to \((\mathcal{F}_t^Y)\). Indeed, we can take the sequence of \((\mathcal{F}_t^Y)\)-stopping times
\[ \tau_n = \inf \{ t \in [0, \infty) : |L_t| > n \} \quad (\inf \emptyset := \infty) \]
as a localizing sequence. By the zero-one law at time 0 for diffusion \(Y\) the \(\sigma\)-field \(\mathcal{F}_0^Y\) is \(P\)-trivial, hence \(M_0 = x \) \(P\)-a.s. It follows from uniqueness in law for (19) and the Fundamental Representation Theorem (see [17, Ch. III, Th. 4.29]) that there exists an \((\mathcal{F}_t^Y)\)-predictable process \(K\), which is integrable with respect to \(L\), such that
\[ M_t = x + \int_0^t K_u \, dL_u \quad P\text{-a.s.} \]
Using Itô’s formula we get after some computations that
\[ M_t = x + \int_0^t H_u \, dY_u \quad P\text{-a.s.} \]
with
\[ H_u := \frac{K_u \sigma^2(Y_u) + M_u \mu(Y_u)}{Z_u \sigma^2(Y_u)}. \]
Thus, the strategy \((x, H)\) has the strictly positive wealth process \(V_{x,H} = M/Z\) with \(V_{x,H}^{x,H} = Y_T\) \(P\)-a.s. Since \(x < x_0\), the strategy \((x_0, x_0H/x)\) realises RA on \([0, T]\). This completes the proof. □

Now we can prove a deterministic characterisation of NRA in our setting.

**Theorem 3.8.** Under assumptions (A), (B), (C’) and (D’) the market model (19) satisfies NRA on \([0, T]\) if and only if \(x/\sigma^2(x) \notin L^1_{\text{loc}}(\infty-)\).

**Proof.** Due to Lemma 3.7 it suffices to show that \(ZY\) is a martingale on \([0, T]\) if and only if \(x/\sigma^2(x) \notin L^1_{\text{loc}}(\infty-)\). Itô’s formula yields
\[ d(Z_t Y_t) = Z_t Y_t b(Y_t) \, dW_t \]
with \(b(x) = \frac{\sigma(x)}{x} - \frac{\mu(x)}{\sigma(x)}\), hence
\[ Z_t Y_t = x_0 \exp \left\{ \int_0^t b(Y_u) \, dW_u - \frac{1}{2} \int_0^t b^2(Y_u) \, du \right\}, \]
and we can use Theorem 2.4 to understand when \(ZY\) is a martingale. Let us note that (C’) implies condition (6) for the function \(b\) given above. The auxiliary diffusion \(\tilde{Y}\) evolves in this case according to the SDE
\[ d\tilde{Y}_t = \frac{\sigma^2(\tilde{Y}_t)}{\tilde{Y}_t} \, dt + \sigma(\tilde{Y}_t) \, d\tilde{W}_t, \quad \tilde{Y}_0 = x_0. \]
A simple computation yields that we can take \(\tilde{\rho}(x) = \frac{1}{x^2}\), \(\tilde{s}(x) = -\frac{1}{x}\), \(x \in J = (0, \infty)\). Since \(\tilde{s}(0) = -\infty\), the diffusion \(\tilde{Y}\) does not explode at 0. It follows from remark (ii) preceding Theorem 2.4 that \(\infty\) is a bad point whenever \(\tilde{Y}\) explodes at \(\infty\) (recall that \(Y\) does not explode at
due to assumption (D')). Now Theorem 2.4 yields that \( \tilde{Y} \) is a martingale if and only if \( \tilde{Y} \) does not explode at \( \infty \). By Feller’s test, \( \tilde{Y} \) does not explode at \( \infty \) if and only if \( x/\sigma^2(x) \notin L^1_{\text{loc}}(\infty-) \) (see \[10\]). This concludes the proof.

3.4. **Comparison.** Here we compare NFLVR, NGA and NRA in the one-dimensional diffusion setting. Suppose that (A), (B), (C') and (D') hold and consider a finite time horizon \( T \in (0, \infty) \) so that all three notions can be defined simultaneously. From the theorems above we observe

1. NFLVR \( \iff \) \( x/\sigma^2(x) \notin L^1_{\text{loc}}(0+) \);
2. NRA \( \iff \) \( x/\sigma^2(x) \notin L^1_{\text{loc}}(\infty-) \);
3. NGA \( \iff \) NFLVR and NRA.

Using (i) and (ii) we easily construct the following examples (assumptions (A), (B), (C') and (D') hold in all of them).

1. If \( \sigma(x) = x \) and \( \mu(x) = x \), we have NFLVR and NRA.
2. If \( \sigma(x) = x^2 \) and \( \mu(x) = x \), we have NFLVR and RA.
3. If \( \sigma(x) = 2\sqrt{x} \) and \( \mu \equiv d \) with some \( d \geq 2 \), we have FLVR and NRA.
4. If \( \sigma(x) = \sqrt{x} + x^2 \) and \( \mu \equiv 2 \), we have FLVR and RA.

We conclude that NFLVR and NRA are in a general position and their relation to NGA is given in item (iii) above.

4. **Proofs**

The proofs rely on the notion of separating time for a pair of measures on a filtered space (see \[3\]) and on results on the form of separating times for the distributions of the solutions of one-dimensional SDEs (see \[3\] and \[4\]). Section 5 of [21] gives a brief description of the properties of separating times that will be used here.

We start in the setting and notation of Section 2. Additionally we will need to work with the following canonical setting. As in Section 2 let us consider the state space \( J = (l, r) \), where \( -\infty \leq l < r \leq \infty \), and set \( \overline{J} = [l, r] \). Let \( \Omega^* := \mathcal{C}([0, \infty), J) \) be the space of continuous functions \( \omega^* : [0, \infty) \to J \) that start inside \( J \) and can explode, i.e. there exists \( \zeta^*(\omega^*) \in (0, \infty] \) such that \( \omega^*(t) \in J \) for \( t < \zeta^*(\omega^*) \) and in the case \( \zeta^*(\omega^*) < \infty \) we have either \( \omega^*(t) = r \) for \( t \geq \zeta^*(\omega^*) \) (hence, also \( \lim_{t \uparrow \zeta^*(\omega^*)} \omega^*(t) = r \)) or \( \omega^*(t) = l \) for \( t \geq \zeta^*(\omega^*) \) (hence, also \( \lim_{t \uparrow \zeta^*(\omega^*)} \omega^*(t) = l \)).

We denote the coordinate process on \( \Omega^* \) by \( X^* \) and consider the right-continuous canonical filtration \( \mathcal{F}^*_t = \bigcap_{\varepsilon > 0} \sigma(X^*_s : s \in [0, t + \varepsilon]) \) and the \( \sigma \)-field \( \mathcal{F}^* = \bigvee_{t \in [0, \infty)} \mathcal{F}^*_t \). Note that the random variable \( \zeta^* \) described above is the explosion time of \( X^* \). Let the probability measures \( P^* \) and \( \tilde{P}^* \) on \( (\Omega^*, \mathcal{F}^*) \) be the distributions of the solutions of SDEs \[2\] and \[14\]. By \( S^* \) we

\(^5\)If \( d < 2 \), then \( Y \) will explode at 0, so assumption (D') will be violated.
denote the separating time for \((\Omega^*, \mathcal{F}^*, (\mathcal{F}^*_t)_{t \in [0, \infty)}, P^*, \tilde{P}^*)\). An explicit form of \(S^*\) is given in Theorem 5.5 in [21] and the structure of \(S^*\) is described in remark (ii) following this theorem.

As usual let \(P^*_t\) (resp. \(\tilde{P}^*_t\)) denote the restriction of \(P^*\) (resp. \(\tilde{P}^*\)) to the measurable space \((\Omega^*, \mathcal{F}^*_t)\) for any \(t \in [0, \infty]\). Let the measure \(\tilde{Q}^*_t\) be the absolutely continuous part of \(\tilde{P}^*_t\) with respect to the measure \(P^*_t\).

Let \(Z^*\) be the stochastic exponential defined on the canonical probability space, which is analogous to the process \(Z\) given in [5]. For the precise definition of \(Z^*\) see [21] Sec. 6, Eq. (41)]. It is clear from this definition that it suffices to prove Theorems 2.1, 2.2 and 2.3 in the canonical setting. Recall that by Lemma 6.4 in [21] we have the following equality

\[(29) \quad Z^*_t = \frac{d\tilde{Q}^*_t}{dP^*_t} P^*\text{-a.s.,} \quad t \in [0, \infty].\]

We now proceed to prove the theorems in Section 2.

**Proof of Theorem 2.1.** The task is to prove that \(Z^*_T > 0\) \(P^*\text{-a.s.}\) for a fixed \(T \in (0, \infty)\). By the equality in (29) we have

\[Z^*_T > 0 \quad P^*\text{-a.s.} \iff \frac{d\tilde{Q}^*_T}{dP^*_T} > 0 \quad P^*\text{-a.s.} \iff P^*_T \ll \tilde{P}^*_T \iff S^* > T \quad P^*\text{-a.s.},\]

where the second equivalence follows from the Lebesgue decomposition of \(\tilde{P}^*_T\) with respect to \(P^*_T\) and the last equivalence is a consequence of the definition of the separating time (see the remark after Lemma 5.4 in [21] Sec. 5).

In the case \(P^* \neq \tilde{P}^*\), or equivalently \(\nu_L(b \neq 0) > 0\), Theorem 5.5 in [21] implies that \(S^* > T\) \(P^*\text{-a.s.}\) if and only if the coordinate process \(X^*\) does not explode under \(P^*\) at a bad endpoint of \(J\). In the case \(\nu_L(b \neq 0) = 0\) (i.e. \(P^* = \tilde{P}^*\)) we have that if \(l\) (resp. \(r\)) is bad, then \(\tilde{s}(l) = -\infty\) (resp. \(\tilde{s}(r) = \infty\)), hence \(X^*\) does not explode at \(l\) (resp. at \(r\)) under \(\tilde{P}^*\). The two cases together therefore yield the criterion in Theorem 2.1. \(\square\)

A similar argument, based on the equality in (29) for \(t = \infty\), implies that \(Z^*_\infty > 0\) \(P^*\text{-a.s.}\) (resp. \(Z^*_\infty = 0\) \(P^*\text{-a.s.}\)) if and only if \(S^* > \infty\) \(P^*\text{-a.s.}\) (resp. \(S^* \leq \infty\) \(P^*\text{-a.s.}\)). Theorem 5.5 and Propositions A.1 – A.3 in [21] imply Theorems 2.2 and 2.3. The details are very similar to the ones in the proof above and are omitted.

In order to prove the theorems of Section 3 we need to recast the canonical space \((\Omega^*, \mathcal{F}^*, (\mathcal{F}^*_t)_{t \in [0, \infty)}, P^*, \tilde{P}^*)\) into the setting of that section. In particular we take the state space \(J = (0, \infty)\) in the definition of \(\Omega^*\) and define the probability measures \(P^*\) and \(\tilde{P}^*\) to be the distributions of the solutions of the SDEs (19) and 

\[d\tilde{Y}_t = \sigma(\tilde{Y}_t) dW_t, \quad \tilde{Y}_0 = x_0,\]

In all that follows the notation is as in Section 3.

**Proof of Theorem 3.1.** 1) Suppose that we have NFLVR on a finite time interval \([0, T]\). This means that there exists a probability measure \(Q \sim P\) on \((\Omega, \mathcal{F})\) such that \((Y_t)_{t \in [0, T]}\) is an \((\mathcal{F}_t, Q)\)-local martingale. Then under \(Q\) the process \((Y_t)_{t \in [0, T]}\) satisfies the SDE

\[(30) \quad dY_t = \sigma(Y_t) dB_t, \quad Y_0 = x_0,\]
with some Brownian motion $B$, possibly defined on an enlargement of the initial probability space (see the paragraph in Section 3 where [27] is given for the precise description of the process $B$). Let the probability measure $Q^*$ on $(\Omega^*, F^*, (F_t^*))$ be the distribution of $Y$ with respect to $Q$. Since $(Y_t)_{t \in [0,T]}$ satisfies (30) under $Q$, we get $Q^*_{t-\varepsilon} = \tilde{P}^*_t$ for any $\varepsilon > 0$ ($\varepsilon$ appears here due to the fact that $(F_t^*)$ is the right-continuous canonical filtration). Let us recall that $P^*$ is the distribution of $Y$ with respect to $P$. Since $Q \sim P$, then $\tilde{P}^*_t \sim P^*_t$ for any $\varepsilon > 0$. By the remark following Lemma 5.4 in [21], we get $S^* \geq T \ P^*, \tilde{P}^*$-a.s. Then we need to apply Theorem 5.5 in [21] and remark (ii) after it to analyse the implications of the property $S^* \geq T \ P^*, \tilde{P}^*$-a.s. We obtain that at least one of the conditions (a)–(b) in Theorem 3.1 is satisfied.

2) It remains to prove that if at least one of conditions (a)–(b) in Theorem 3.1 holds, then we have NFLVR on $[0,T]$. Let us note that pursuing the reasoning above in the opposite direction would give us NFLVR in the model $(\Omega^*, F^*, (F_t^*), P^*)$ with the discounted price $X^*$. But this does not give us NFLVR in our model $(\Omega, F, (F_t), P)$ with the discounted price $Y$ (note that the filtration $(F_t)$ need not be generated by $Y$, while $(F_t^*)$ is the right-continuous filtration generated by $X^*$). Therefore, we must follow a different approach.

Let us assume that at least one of conditions (a)–(b) in Theorem 3.1 holds and consider an $(\mathcal{F}_t, P)$-local martingale

$$Z_t = \exp \left\{ - \int_0^{t \wedge \zeta} \frac{\mu}{\sigma}(Y_s) \, dW_s - \frac{1}{2} \int_0^{t \wedge \zeta} \frac{\mu^2}{\sigma^2}(Y_s) \, ds \right\}, \quad t \in [0, \infty),$$

where we set $Z_t := 0$ for $t \geq \zeta$ on $\{\zeta < \infty, \int_0^\zeta \frac{\mu^2}{\sigma^2}(Y_s) \, ds = \infty\}$. This is exactly the process $Z$ in [5] with $b(x) := -\mu(x)/\sigma(x)$, and it is well-defined because assumption (6) is in our case [20], which is present in both condition (a) and condition (b) of Theorem 3.1. We now need to apply Theorems 2.1 and 2.4 to the process $Z$. The auxiliary diffusion $\tilde{Y}$ of (14) is in our case given by $d\tilde{Y}_t = \sigma(Y_t) \, dW_t$, $\tilde{Y}_0 = x_0$. Hence we can take $\tilde{p} \equiv 1$ and $\tilde{s}(x) = x$. In particular, $\tilde{s}(\infty) = \infty$ and $\tilde{Y}$ does not explode at $\infty$ (see (10)). By assumption (D) in Section 3, $Y$ does not explode at $\infty$. In the case where condition (b) in Theorem 3.1 is satisfied neither $\tilde{Y}$ nor $Y$ explode at $0$. In the case where condition (a) in Theorem 3.1 holds the endpoint $0$ is good. In both cases it follows from Theorems 2.1 and 2.4 that $Z$ is a strictly positive $(\mathcal{F}_t, P)$-martingale. Hence we can define a probability measure $Q \sim P$ by setting $dQ/dP := Z_T$. By Girsanov’s theorem the process

$$W_t^* := W_t + \int_0^{t \wedge \zeta} \frac{\mu}{\sigma}(Y_s) \, ds, \quad t \in [0, \infty)$$

is an $(\mathcal{F}_t, Q)$-Brownian motion. Clearly, the process $(Y_t)_{t \in [0, T]}$ satisfies

$$dY_t = \sigma(Y_t) \, dW_t^*, \quad Y_0 = x_0.$$ 

Thus, $(Y_t)_{t \in [0, T]}$ is an $(\mathcal{F}_t, Q)$-local martingale. This implies that we have NFLVR on $[0,T]$. □

The proof of Theorem 3.4 is similar to that of Theorem 3.1. To prove the necessity of the condition one again needs to use Theorem 5.5 in [21] and remark (ii) after it. To show the sufficiency one applies Theorem 2.2 in the present paper and Theorem 2.3 in [21], instead of Theorems 2.1 and 2.4. We omit the details.
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